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Abstract. We give a theorem on the error estimate of approximate solutions for difference
functional equations of the Volterra type. We apply this general result in the investigation
of the stability of difference schemes generated by nonlinear first order partial differential
functional equations and by parabolic problems. We show that all known results on diffe-
rence methods for initial or initial boundary value problems can be obtained as particular
cases of this general and simple result.
We assume that the right hand sides of equations satisfy nonlinear estimates of the

Perron type with respect to functional variables.

Keywords: functional differential equations, stability and convergence, interpolating ope-
rators, nonlinear estimates of the Perron type.

Mathematics Subject Classification: 35R10, 65M12.

1. INTRODUCTION

Difference methods for nonlinear first order partial functional differential equations
and for nonlinear parabolic problems were considered by may authors and under
various assumptions. It is easy to construct an explicit Euler’s type difference method
which satisfies the consistency conditions on all sufficiently regular solutions of the
above problems. The main task in these investigations is to find a finite difference
scheme which is stable. The method of difference inequalities and simple theorems
on recurrent inequalities are used in the investigations of the stability of nonlinear
difference or functional difference equations.

It is not our aim to show a full review of papers concerning difference methods
for partial functional differential equations. We mention only those which contain
such reviews. They are [1, 4, 5, 7, 8]. The monograph [3] contains an exposition of
the numerical methods for nonlinear hyperbolic functional differential problems.
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In the paper we present a general method for the investigation of the stability of
difference or functional difference problems generated by initial or initial boundary
value problems for nonlinear first order partial functional differential equations and
for parabolic problems. We prove a simple theorem on the error estimates of approxi-
mate solutions for difference functional equations of the Volterra type with unknown
function of several variables. The error of an approximate solution is estimated by
a solution of an initial problem for a nonlinear difference equation. We will apply
this general and simple idea in the investigation of the stability of difference schemes
generated by various problems.

It is essential fact in our considerations that the right hand sides of functio-
nal differential equations satisfy the nonlinear estimates of the Perron type with
respect to unknown functions. They are identic with assumptions which guarantee
the uniqueness of classical solution of initial or initial boundary value problems.

We use in the paper these general ideas for finite difference equations which
were introduced in [2, 6].

All problems considered in the paper have the following property: the unknown
function is the functional variable in equations. The partial derivatives appear in a
classical sense.

2. DIFFERENCE FUNCTIONAL EQUATIONS

For any two sets X and Y we denote by F(X,Y ) the class of all functions defined on
X and taking values in Y. We will denote by N and Z the sets of natural numbers and
integers respectively. We will use vectorial inequalities with the understanding that
the same inequalities hold between their corresponding components. For x, y ∈ R

n,
x = (x1, . . . , xn), y = (y1, . . . , yn) we write x � y = (x1y1, . . . , xnyn) and ‖x‖ =
= |x1| + . . . + |xn|. Let a0 ∈ R+, R+ = [0,+∞), and a > 0 be given. Write

Σ = [0, a] × R
n and Σ0 = [−a0, 0] × R

n.

We define a mesh on Σ0 ∪ Σ in the following way. Suppose that (h0, h
′) = h, h′ =

= (h1, . . . , hn), stand for steps of the mesh. For (r,m) ∈ Z
1+n where m =

= (m1, . . . ,mn) we define nodal points as follows:

t(r) = rh0, x(m) = m � h′, x(m) =
(
x

(m1)
1 , . . . , x(mn)

n

)
.

We assume that there is K0 ∈ Z such that K0h0 = a0. Let K ∈ N be defined by
the relations Kh0 ≤ a < (K + 1)h0. We will denote by H ⊂ R

n
+ the set of all steps

h = (h0, h
′) of the meshes. We assume that there is a sequence{

h(k)
}∞

k=0
, h(k) ∈ H,

such that lim
k→∞

h(k) = 0. In the paper we formulate further assumptions on H. For

h ∈ H we put
R

1+n
h =

{
(t(r), x(m)) : (r,m) ∈ Z

1+n
}
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and
Σ0.h = Σ0 ∩ R

1+n
h , Σh = Σ ∩ R

1+n
h .

We assume that Eh, ∂0Eh ⊂ Σh, E0.h ⊂ Σ0.h are given sets where h ∈ H. Write

Ωh = E0.h ∪ Eh ∪ ∂0Eh

and
Ωh.i = Ωh ∩

([
−a0, t

(i)
]
× R

n
)
, 0 ≤ i ≤ K.

For a function z : Ωh → R and for a point (t(r), x(m)) ∈ Ωh we put z(r,m) =
= z(t(r), x(m)) and

‖z‖h.r = max
{∣∣∣z(i,m)

∣∣∣ : (t(i), x(m)) ∈ Ωh.r

}
.

Set
E′

h =
{

(t(r), x(m)) ∈ Eh : (t(r+1), x(m)) ∈ Eh

}

and
Jh =

{
t(r) : 0 ≤ r ≤ K

}
, J ′

h = Jh \
{
x(K)

}
.

For a function α : Jh → R we write α(r) = α(t(r)), 0 ≤ r ≤ K.

Assumption H [Ωh]. Suppose that the sets E0.h, Eh, ∂0Eh, h ∈ H, satisfy the
conditions:

1) Eh �= ∅, E0.h �= ∅ and Eh ∩ ∂0Eh = ∅,
2) if (t(r+1), x(m)) ∈ Eh and 0 ≤ r ≤ K − 1 then (t(r), x(m)) ∈ Eh,

3) the set Ωh is bounded.

Suppose that Fh : E′
h × F(Ωh,R) → R is a given operator. For (t(r), x(m), z) ∈

∈ E′
h × F(Ωh,R) we write

Fh[z](r,m) = Fh(t(r), x(m), z).

The operator Fh is said to satisfy the Volterra condition if for each (t(r), x(m)) ∈ E′
h

and for z, z̄ ∈ F(Ωh,R) such that z|Ωh.r
= z̄|Ωh.r

we have Fh[z](r,m) = Fh[z̄](r,m).
Note that the Volterra condition states that the value of Fh at the point (t(r), x(m), z)
depends on (t(r), x(m)) and on the restriction of z to the set Ωh.r only.

Given ϕ ∈ F(E0.h ∪ ∂0Eh,R), we consider the functional difference equation

z(r+1,m) = Fh[z](r,m) (1)

with the initial boundary condition

z(r,m) = ϕ
(r,m)
h on E0.h ∪ ∂0Eh. (2)
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If Fh satisfies the Volterra condition then there exists exactly one solution
uh : Ωh → R of problem (1), (2). Let Yh ⊂ F(Ωh,R) be a fixed subset. Suppose
that vh : Ωh → R, γh : J ′

h → R+, α0.h ∈ R+ are such elements that vh ∈ Yh and∣∣∣v(r+1,m)
h − Fh[vh](r,m)

∣∣∣ ≤ γ
(r)
h on E′

h (3)

and ∣∣∣v(r,m)
h − ϕ

(r,m)
h

∣∣∣ ≤ α0.h on E0.h ∪ ∂0Eh. (4)

The function vh satisfying the above relations is considered as an approximate solu-
tion of problem (1), (2). We give a theorem on the estimate of the difference between
the exact and approximate solutions of (1), (2). We look for approximate solutions
of (1), (2) in the space Yh.

Assumption H [Fh, σh]. Suppose that the operator Fh : E′
h × F(Ωh,R) → R, h ∈ H,

satisfies the Volterra condition and there is a function σ : J ′
h × R+ → R+ such that

σh is nondecreasing with respect to the second variable and the estimate∣∣∣Fh[z](r,m) − Fh[z̄](r,m)
∣∣∣ ≤ σh

(
t(r), ‖z − z̄‖h.r

)

is satisfied for (t(r), x(m)) ∈ E′
h, z ∈ F(Ωh,R), z̄ ∈ Yh.

Theorem 2.1. Suppose that Assumptions H [Ωh] and H [Fh, σh] are satisfied and:

1) ϕ ∈ F(E0.h ∪ ∂0Eh,R) and uh : Ωh → R is a solution of problem (1), (2);

2) the functions vh : Ωh → R, γh : J ′
h → R+ and the constant α0.h ∈ R+ satisfy

relations (3), (4) and vh ∈ Yh;

3) the function βh : Jh → R+ is nondecreasing and it satisfies the recurrent inequality

β
(r+1)
h ≥ σh(t(r), β(r)

h ) + γ
(r)
h , 0 ≤ r ≤ K − 1, (5)

and β(0) ≥ α0.h.

Under these assumptions we have

‖uh − vh‖h.r ≤ β
(r)
h , 0 ≤ r ≤ K. (6)

Proof. We prove the assertion (6) by induction. It follows from the initial boundary
estimate (4) that inequality (6) is satisfied for r = 0. Suppose that ‖uh−vh‖h.i ≤ β

(i)
h

with fixed i, 0 ≤ i ≤ K − 1, and (t(i+1), x(m)) ∈ Eh. Then we have∣∣∣u(i+1,m)
h − v

(i+1,m)
h

∣∣∣ ≤
∣∣∣Fh[uh](i,m) − Fh[vh](i,m)

∣∣∣ +
∣∣∣Fh[vh](i,m) − v

(i+1,m)
h

∣∣∣ ≤
≤ σh

(
t(i), ‖uh − vh‖h.i

)
+ γ

(i)
h ≤ β

(i+1)
h .

We conclude from the above estimate and from (4) that ‖uh − vh‖h.i+1 ≤ β
(i+1)
h .

Hence, the proof is completed by induction.
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Remark 2.1. Suppose that:

1) there is L > 0 such that

σh(t, p) = (1 + Lh0)p, (t, p) ∈ J ′
h × R+;

2) there is γ̃h ∈ R+ such that γ
(r)
h ≤ h0γ̃h for 0 ≤ r ≤ K − 1.

Then Assumption H [Fh, σh] states that Fh satisfies the Lipschitz condition with
respect to the functional variable and 1 + Lh0 is the Lipschitz constant. In this case
we have the estimates

‖uh − vh‖h.r ≤ (1 + Lh0)
r
α0.h + γ̃h

(1 + Lh0)r − 1
L

≤

≤ exp [La] α0.h + γ̃h
exp[La] − 1

L
for 0 ≤ r ≤ K.

The above example is important in applications.

3. INITIAL PROBLEMS FOR FIRST ORDER PARTIAL FUNCTIONAL
DIFFERENTIAL EQUATIONS

For any two metric spaces X and Y we denote by C(X,Y ) the class of all continuous
functions from X into Y . Let E be the Haar pyramid

E =
{
(t, x) ∈ R

1+n : t ∈ [0, a], −b + Mt ≤ x ≤ b−Mt
}

where a > 0, b = (b1, . . . , bn) ∈ R
n, M = (M1, . . . ,Mn) ∈ R

n
+ and b > Ma. Write

E0 = [−a0, 0] × [−b, b], Ω = E ∪ E0 and suppose that f : E × C(Ω,R) × R
n → R,

ϕ : E0 → R are given functions. We consider the Cauchy problem

∂tz(t, x) = f(t, x, z, ∂xz(t, x)) (7)

z(t, x) = ϕ(t, x) on E0. (8)

Write Ωt = Ω∩ ([−a0, t] × R
n), 0 ≤ t ≤ a. The maximum norm in the space C(Ωt,R)

is denoted by ‖ · ‖t. We assume that f satisfies the following Volterra condition: if
(t, x, q) ∈ E × R

n, z, z̄ ∈ C(Ω,R) and z|Ωt
= z̄|Ωt

then f(t, x, z, q) = f(t, x, z̄, q).
Now we formulate a class of difference equations corresponding to (7), (8). Let

us denote by H the set of all h = (h0, h
′) satisfying the conditions:

(i) there are K0 ∈ Z and (N1, . . . , Nn) ∈ N
n such that K0h0 = a0 and N � h′ = b;

(ii) h′ ≤ Mh0 and there is c0 > 0 such that hih
−1
j ≤ c0 for 1 ≤ i, j ≤ n.

Let K ∈ N be the constant defined in Section 1. For h ∈ H we put

E0.h = E0 ∩ R
1+n
h , Eh = E ∩ R

1+n
h , ∂0Eh = ∅
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and
E′

h =
{(

t(r), x(m)
)
∈ Eh :

(
t(r+1), x(m)

)
∈ Eh

}
, Ωh = E0.h ∪ Eh.

Write ei = (0, . . . , 0, 1, 0, . . . , 0) ∈ R
n with 1 standing on the i-th place, 1 ≤ i ≤ n.

Suppose that z : Ωh → R and (t(r), x(m)) ∈ E′
h. We define the difference operators δ0

and δ = (δ1, . . . , δn) in the following way:

δ0z
(r,m) =

1
h0

[
z(r+1,m) −Az(r,m)

]
, (9)

where

Az(r,m) =
1
2n

n∑
i=1

[
z(r,m+ej) + z(r,m−ej)

]

and
δjz

(r,m) =
1

2hj

[
z(r,m+ej) − z(r,m−ej)

]
, 1 ≤ j ≤ n. (10)

Approximate solutions of (7), (8) are functions defined on Ωh. Moreover, because
equation (7) contains the functional variable z which is an element of the space
C(Ω,R), we need an interpolating operator Th : F(Ωh,R) → C(Ω,R).
Assumption H [Th]. Suppose that the operator Th : F(Ωh,R) → C(Ω,R) satisfies the
conditions:

1) for z, z̄ ∈ F(Ωh,R) we have

‖Th[z] − Th[z̄]‖t(r) ≤ ‖z − z̄‖h.r, 0 ≤ r ≤ K;

2) for each function z : Ω → R which is of class C1 there is C̃ ∈ R+ such that

‖z − Th[zh]‖t ≤ C̃‖h‖, 0 ≤ t ≤ a,

where zh is the restriction of z to the set Ωh and ‖h‖ = h0 + ‖h′‖.
Remark 3.1. Condition 1) of Assumption H [Th] states that Th satisfies the Lip-
schitz condition with a constant L = 1 and that it satisfies the Volterra condition.
Assumption 2) implies that the function z is approximated by Th[zh] and the error of
this approximation is estimated by C̃(‖h‖.

An example of Th satisfying Assumption H [Th] can be found in [3], Chapter III.
We will approximate classical solutions of (7), (8) by means of solutions of the

difference functional equation

δ0z
(r,m) = f

(
t(r), x(m), Th[z], δz(r,m)

)
(11)

with the initial condition

z(r,m) = ϕ
(r,m)
h on E0.h (12)

where ϕh : E0.h → R is a given function.
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Problem (11), (12) is called the Lax scheme for (7), (8).
Assumption H [f, σ]. Suppose that the function f : E × C(Ω,R) × Rn → R of the
variables (t, x, z, q), q = (q1, . . . , qn), is continuous and satisfies the Volterra condition
and there is σ : [0, a] × R+ → R+ such that:

1) σ is continuous and it is nondecreasing with respect to both variables;

2) for each ε ∈ R+ the maximal solution ω(·, ε) of the Cauchy problem

ω′(t) = σ(t, ω(t)) + ε, ω(0) = ε,

is defined on [0, a] and ω(t, 0) = 0 for t ∈ [0, a];

3) the estimate
|f(t, x, z, q) − f(t, x, z̄, q)| ≤ σ(t, ‖z − z̄‖t)

is satisfied on E × C(Ω,R) × R
n.

Theorem 3.1. Suppose that Assumptions H [Th], H [f, σ] are satisfied and:

1) the partial derivatives
(∂q1f, . . . , ∂qn

f) = ∂qf

exist on E × C(Ω,R) × R
n and ∂qf(t, x, z, · ) ∈ C(Rn,Rn) and

1
n
− h0

hi
|∂qif(t, x, z, q)| ≥ 0, 1 ≤ i ≤ n, (13)

where (t, x, z, q) ∈ E × C(Ω,R) × R
n and h ∈ H;

2) v : Ω → R is a solution of (7), (8) and v is of class C1;

3) uh : Ωh → R is a solution of (11), (12) and there is α0 : H → R+ such that
∣∣∣ϕ(r,m)] − ϕ

(r,m)
h

∣∣∣ ≤ α0(h) on E0.h and lim
h→0

α0(h) = 0.

Then there is α : H → R+ such that

‖vh − uh‖h.r ≤ α(h) for 0 ≤ r ≤ K and lim
h→0

α(h) = 0.

Proof. Consider the operator Fh : E′
h × F(Ωh,R) → R defined by

Fh[z](r,m) = Az(r,m) + h0 f
(
t(r), x(m), Th[z], δz(r,m)

)
.

Then uh satisfies (1), (2) and there is γ : H → R+ such that
∣∣∣v(r+1,m)

h − Fh[vh](r,m)
∣∣∣ ≤ h0γ(h) on E′

h and lim
h→0

γ(h) = 0.
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Write Yh = F(Ωh,R). It follows from Assumptions H [Th] and H [f, σ] and from (13)
that∣∣∣Fh[z](r,m) − Fh[z̄](r,m)

∣∣∣ ≤
≤

∣∣∣A(z − z̄)(r,m) + h0

[
f(t(r), x(m), Th[z], δz(r,m)) − f(t(r), x(m), Th[z], δz̄(r,m))

]∣∣∣ +

+ h0

∣∣∣f(t(r), x(m), Th[z], δz̄(r,m)) − f(t(r), x(m), Th[z̄], δz̄(r,m))
∣∣∣ ≤

≤ 1
2

n∑
i=1

[∣∣∣(z − z̄)(r,m+ei)
∣∣∣
(

1
n

+
h0

hi
∂qi

f(Q)
)]

+

+
1
2

n∑
i=1

[∣∣∣(z − z̄)(r,m−ei)
∣∣∣
(

1
n
− h0

hi
∂qi

f(Q)
)]

+

+ h0σ
(
t(r), ‖Th[z] − Th[z̄]‖t(r)

)

where Q ∈ E × C(Ω,R) × R
n is an intermediate point. The result is

∣∣∣Fh[z](r,m) − Fh[z̄](r,m)
∣∣∣ ≤ ‖z − z̄‖h.r + h0 σ

(
t(r), ‖z − z̄‖h.r

)

on E′
h × F (Ωh,R). Let ηh : Jh → R+ be the solution of the difference problem

η(r+1) = η(r) + h0 σ
(
t(r), η(r)

)
+ h0γ(h), 0 ≤ r ≤ K − 1,

η(0) = α0(h).

It follows from Theorem 2.1 that

‖vh − uh‖h.r ≤ η
(r)
h , 0 ≤ r ≤ K.

Consider the Cauchy problem

ω′(t) = σ (t, ω(t)) + γ(h), ω(0) = α0(h), (14)

and its maximal solution ω( · , h) : [0, a] → R+. It follows easily that lim
h→0

ω(t, h) = 0

uniformly on [0, a] and that the function ω( · , h) satisfies the recurrent inequality

ω
(
t(r+1), h

)
≥ ω

(
t(r), h

)
+ h0 σ

(
t(r), ω(t(r), h)

)
+ h0γ(h), 0 ≤ r ≤ K − 1.

We thus get η
(r)
h ≤ ω

(
t(r), h

)
for 0 ≤ r ≤ K and consequently

‖vh − uh‖h.r ≤ ω
(
t(r), h

)
≤ ω(a, h) for 0 ≤ r ≤ K.

This completes the proof.
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Now we consider functional difference problem (11), (12) with δ0 and δ =
= (δ1, . . . , δn) defined in the following way:

δ0z
(r,m) =

1
h0

[
z(r+1,m) − z(r,m)

]
, (15)

δiz
(r,m) =

1
hi

[
z(r,m+ei) − z(r,m)

]
for 1 ≤ i ≤ κ0, (16)

δiz
(r,m) =

1
hi

[
z(r,m) − z(r,m−ei)

]
for κ0 + 1 ≤ i ≤ n, (17)

where 0 ≤ κ0 ≤ n is fixed and
(
t(r), x(m)

) ∈ E′
h. If κ0 = 0 then δz(r,m) is defined by

(17), if κ0 = n then δz(r,m) is given by (16).
Numerical scheme (11), (12) with δ0 and δ defined by (15), (17) is called the

Euler method for (7), (8).

Theorem 3.2. Suppose that Assumptions H [Th], H [f, σ] are satisfied and:

1) the partial derivatives
(∂q1f, . . . , ∂qnf) = ∂qf

exist on E × C(Ω,R) × R
n and ∂qf(t, x, z, · ) ∈ C(Rn,Rn) and

∂qif(t, x, z, q) ≥ 0 for 1 ≤ i ≤ κ0,

∂qif(t, x, z, q) ≤ 0 for κ0 + 1 ≤ i ≤ n,

where (t, x, z, q) ∈ E × C(Ω,R) × R
n;

2) the estimate

1 − h0

n∑
i=1

1
hi

|∂qif(t, x, z, q)) ≥ 0

is satisfied for (t, x, z, q) ∈ E × C(Ω,R) × R
n and h ∈ H;

3) v : Ω → R is a solution of (7), (8) and v is of class C1;

4) uh : Ωh → R is a solution of (11), (12) with δ0 and δ defined by (15)–(17)

and there is α0 : H → R+ such that
∣∣∣ϕ(r,m) − ϕ

(r,m)
h

∣∣∣ ≤ α0(h) on E′
h and

limh→0 α0(h) = 0.

Then there is α : H → R+ such that

‖vh − uh‖h.r ≤ α(h) for 0 ≤ r ≤ K and lim
h→0

α(h) = 0,

where vh is the restriction of v to the set Ωh.

The proof of the above theorem is similar to the proof of Theorem 3.1. Details
are omitted.
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4. INITIAL PROBLEMS
FOR QUASILINEAR FUNCTIONAL DIFFERENTIAL PROBLEMS

Let E,E0,Ω, Eh, E0.h,Ωh and H be the sets defined in Section 3. Assume that

f : E × C(Ω,R) → R
n f = (f1, . . . , fn),

g : E × C(Ω,R) → R, ϕ : E0 → R

are given functions. We consider the quasilinear functional differential; equation

∂tz(t, x) =
n∑

i=1

fi(t, x, z) ∂xi
z(t, x) + g(t, x, z) (18)

with the initial condition

z(t, x) = ϕ(t, x) on E0. (19)

The functions f and g is said to satisfy the Volterra condition if for each (t, x) ∈ E

and for z, z̄ ∈ C(Ω,R) such that z|Ωt
= z̄|Ωt

we have f(t, x, z) = f(t, x, z̄) and
g(t, x, z) = g(t, x, z̄).

The results given in Section 3 for nonlinear functional differential problems are
not applicable to quasilinear equation (18). We prove that there is a class of difference
methods of the Euler type for (18), (19) which is convergent.

Suppose that the interpolation operator Th : F(Ωh,R) → C(Ω,R) is given. We
consider the difference functional equation

δ0z
(r,m) =

n∑
i=1

fi

(
t(r), x(m), Th[z]

)
δiz

(r,m) + g
(
t(r), x(m), Th[z]

)
(20)

with the initial condition

z(r,m) = ϕ
(r,m)
h on E0.h, (21)

where ϕh : E0.h → R is a given function. The operator δ0 is defined by (15) and the
operators (δ1, . . . , δn) = δ are calculated in the following way

δiz
(r,m) =

1
hi

[
z(r,m+ei) − z(r,m)

]
if fi

(
t(r)x(m), Th[z]

)
≥ 0, (22)

δiz
(r,m) =

1
hi

[
z(r,m) − z(r,m−ei)

]
if fi

(
t(r)x(m), Th[z]

)
< 0. (23)

It is easily seen that if f and g satisfy the Volterra condition and Assumption H
[Th] is satisfied then for each h ∈ H there exists exactly one solution uh : Ωh → R of
problem (20), (21) with δ0 and δ given by (15) and (22), (23).

118 Zdzisław Kamont



Assumption H [f, g, σ]. Suppose that:

1) the functions

f : E × C(Ω,R) → R
n and g : E × C(Ω,R) → R

are continuous and they satisfy the Volterra condition;

2) there is σ : [0, a] × R+ → R+ such that:

(i) σ is continuous and it is nondecreasing with respect to both variables;

(ii) for each c ≥ 1 and ε ∈ R+ the maximal solution of the Cauchy problem

ω′(t) = cσ (t, ω(t)) + ε, ω(0) = ε, (24)

is defined on [0, a] and the function ω̃(t) = 0 for t ∈ [0, a] is the maximal
solution of (24) for ε = 0;

(iii) the estimates

‖f(t, x, z) − f(t, x, z̄)‖ ≤ σ (t, ‖z − z̄‖t) ,

|g(t, x, z) − g(t, x, z̄)| ≤ σ (t, ‖z − z̄‖t)

are satisfied on E × C(Ω,R).

Theorem 4.1. Suppose that Assumptions H [Th] and H [f, g, σ] are satisfied and:

1) for h ∈ H we have

1 − h0

n∑
1

1
hi

|fi(t, x, z)| ≥ 0 on E × C(Ω,R);

2) uh : Ωh → R is a solution of problem (20), (21) with δ0 and δ given by (15), (22),
(23) and there is α0 : H → R+ such that∣∣∣ϕ(r,m)

h − ϕ(r,m)
∣∣∣ ≤ α0(h) on E0.h and lim

h→0
α0(h) = 0;

3) v : E0 ∪ E → R is a solution of (18), (19) and v is of class C1.

Then there is α : H → R+ such that

‖vh − uh‖h.r ≤ α(h) for 0 ≤ r ≤ K and lim
h→0

α(h) = 0. (25)

Proof. We apply Theorem 2.1 to prove (25). Consider the operator Fh : E′
h ×

×F (Ωh,R) → R defined by

Fh[z](r,m) = z(r,m) + h0

n∑
i=1

fi

(
t(r), x(m), Th[z]

)
δiz

(r,m) + h0g
(
t(r), x(m), Th[z]

)
.
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Then uh satisfies (1), (2) and there is γ : H → R+ such that
∣∣∣v(r+1,m)

h − Fh[vh](r,m)
∣∣∣ ≤ h0γ(h) on E′

h

and limh→0 γ(h) = 0. Let C̃ be such a constant that

|∂xiv(t, x)| ≤ C̃, (t, x) ∈ E, 1 ≤ i ≤ n.

We will denote by Yh the class of all functions z : Ωh → R such that∣∣∣δiz
(r,m)

∣∣∣ ≤ C̃ for
(
t(r), x(m)

)
∈ E′

h 1 ≤ i ≤ n.

Suppose that z ∈ F (Ωh,R) and z̄ ∈ Yh. We prove that
∣∣∣Fh[z](r,m) − Fh[z̄](r,m)

∣∣∣ ≤ ‖z − z̄‖h.r + (1 + C̃)σ
(
t(r), ‖z − z̄‖h.r

)
(26)

where (t(r), x(m)) ∈ E′
h. Write

J
(r,m)
+ = {i : 1 ≤ i ≤ n and fi

(
t(r), x(m)Th[z]

)
≥ 0,

J
(r,m)
− = {1, . . . , n} \ J (r,m)

+ .

Then we have

Fh[z](r,m) − Fh[z̄](r,m) = (z − z̄)(r,m)


1 − h0

∑
i∈J

(r,m)
+

1
hi

fi

(
t(r), x(m), Th[z]

)
+

+ h0

∑
i∈J

(r,m)
−

1
hi

fi

(
t(r), x(m), Th[z]

)

+

+ h0

∑
i∈J

(r,m)
+

1
hi

fi

(
t(r), x(m), Th[z]

)
(z − z̄)(r,m+ei)−

− h0

∑
i∈J

(r,m)
−

1
hi

fi

(
t(r), x(m), Th[z]

)
(z − z̄)(r,m−ei)+

+ h0

n∑
i=1

[
fi

(
t(r), x(m), Th[z]

)
− fi

(
t(r), x(m), Th[z̄]

)]
δiz̄

(r,m)+

+ h0

[
g

(
t(r), x(m), Th[z]

)
− g

(
t(r), x(m), Th[z̄]

)]
.

The above relations and Assumption H [Th[ and H [f, g, σ] imply (26). It follows
from Theorem 2.1 that

‖vh − uh‖h.r ≤ η
(r)
h , 0 ≤ r ≤ K,
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where ηh : Jh → R+ is a solution of the problem

η(r+1) = η(r) + h0(1 + C̃)σ(tr), η(r)) + h0γ(h), 0 ≤ r ≤ K − 1,

η(0) = α0(h).

Consider the Cauchy problem

ω′(t) = (1 + C̃)σ(t, ω(t)) + γ(h), ω(0) = α0(h),

and its maximal solution ω( · , h) : [0, a] → R+. It follows easily that limh→0 ω(t, h) = 0
uniformly on [0, a] and η

(r)
h ≤ ω(t(r), h) for 0 ≤ r ≤ K, and consequently

‖vh − uh‖h.r ≤ ω(t(r), h) ≤ ω(a, h) for 0 ≤ r ≤ K.

This proves the theorem.

5. MIXED PROBLEMS FOR NONLINEAR PARABOLIC EQUATIONS

Write

E = [0, a] × (−b, b), E0 = [−a0, 0] × [−b, b], (27)

∂0E = [0, a] × ([−b, b] \ (−b, b)) , Ω = E0 ∪ E ∪ ∂0E, (28)

where a > 0, a0 ∈ R+, b = (b1, . . . , bn) ∈ R
n and bi > 0 for 1 ≤ i ≤ n. Let Mn×n

denote the class of all n×n real matrices. Set Ξ = E×C(Ω,R)×Mn×n) and suppose
that f : Ξ → R and ϕ : E0 ∪ ∂0E are given functions. We consider the nonlinear
functional differential equation

∂tz(t, x) = f (t, x, z, ∂xz(t, x), ∂xxz(t, x)) (29)

with the initial boundary condition

z(t, x) = ϕ(t, x) on E0 ∪ ∂0E, (30)

where
∂xz = (∂x1z, . . . , ∂xnz) , ∂xxz =

[
∂xixjz

]
i,j=1,...,n

.

Set
Ωt = Ω ∩ ([−a0, t] × R

n) , 0 ≤ t ≤ a.

The maximum norm in the space C(Ωt,R) is denoted by ‖ · ‖t. The function f : Ξ → R

is said to satisfy the Volterra condition if for each (t, x, q, s) ∈ E × R
n ×Mn×n and

for z, z̄ ∈ C(Ω,R) such that z|Ωt
= z̄|Ωt

we have f(t, x, z, q, s) = f(t, x, z̄, q, s). Let
us denote by H the set of all h = (h0, h

′) satisfying the conditions:

(i) there are K0 ∈ Z and (N1, . . . , Nn) = N ∈ N
n such that K0h0 = a0 and

N � h′ = b;

(ii) there is c0 > 0 such that hih
−1
j ≤ c0 for 1 ≤ i, j ≤ n.

Numerical Approximations of Difference Functional Equations . . . 121



Let K ∈ N be the constant defined in Section 2. For h ∈ H we put

E0.h ∩ R
1+n
h , Eh = E ∩ R

1+n
h ,

∂0Eh = ∂0E ∩ R
1+n
h , Ωh = E0.h ∪ Eh ∪ ∂0Eh

and
E′

h =
{(

t(r), x(m)
)
∈ Eh : 0 ≤ r ≤ K − 1

}
.

Write
U = {(i, j, ) : 1 ≤ i, j ≤ j, i �= j}

and suppose that we have defined the sets U+, U− ⊂ U such that U+ ∪ U− = U ,
U+ ∩U− = ∅ (in particular, it may happen that U+ = ∅ or U− = ∅). We assume that
(i, j) ∈ U+ when (j, i) ∈ U+. Let z : Ωh → R and 0 ≤ r ≤ K, −N < m < N . Set

δ+
i z(r,m) =

1
hi

[
z(r,m+ei) − z(r,m)

]
, (31)

δ−i z(r,m) =
1
hi

[
z(r,m) − z(r,m−ei)

]
, (32)

where 1 ≤ i ≤ n. We apply the difference operators

δ0, δ = (δ1, . . . , δn), δ(2) = [δij ]i,j=1,...,n

given by

δ0z
(r,m) =

1
h0

[
z(r+1,m) − z(r,m)

]
, (33)

δiz
r,m) =

1
2

[
δ+
i z(r,m) + δ−i z(r,m)

]
for i = 1, . . . , n, (34)

δiiz
(r,m) = δ+

i δ−i z(r,m) for i = 1, . . . , n, (35)

δijz
(r,m) =

1
2

[
δ+
i δ−j z(r,m) + δ−i δ+

j z(r,m)
]

for (i, j) ∈ U−, (36)

δijz
(r,m) =

1
2

[
δ+
i δ+

j z(r,m) + δ−i δ−j z(r,m)
]

for (i, j) ∈ U+. (37)

Suppose that the interpolating operator Th : F(Ωh,R) → C(Ω,R) is given. We consi-
der the difference functional equation

δ0z
(r,m) = f

(
r(r), x(m), Th[z], δz(r,m), δ(2)z(r,m)

)
(38)

with the initial boundary condition

z(r,m) = ϕ
(r,m)
h on E0.h ∪ ∂0Eh, (39)

where ϕ : E0.h ∪ ∂0Eh → R is a given function. Suppose that f and Th satisfy
the Volterra condition. Then it is evident that there exists exactly one solution
uh : Ωh → R of problem (38), (39).
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We prove that under natural assumptions on given function the numerical me-
thod (38), (39) is convergent.

Assumption H [σ, f, ∂f ]. Suppose that:

1) the function f : Ξ → R of the variables (t, x, z, q, s) is continuous and satisfies
the Volterra condition;

2) there is σ : [0, a] × R+ → R+ such that:

(i) σ is continuous and it is nondecreasing with respect to both variables,

(ii) for each ε > 0 the maximal solution of the Cauchy problem

ω′(t) = σ(t, ω(t)) + ε, ω(0) = ε (40)

is defined on [0, a] and the function ω̃(t) = 0 for t ∈ [0, a] is the maximal
solution of (40) for ε = 0,

(iii) the estimate

|f(t, x, z, q, s) − f(t, x, z̄, q, s)| ≤ σ(t, ‖z − z̄‖t)

is satisfied on Ξ;

3) the partial derivatives

(∂q1f, . . . , ∂qn
f) = ∂qf,

[
∂sij

f
]
i,j=1,...,n

= ∂sf

exist on Ξ and

∂qf(t, x, z, · ) ∈ C (Rn ×Mn×n,R
n) , ∂sf(t, x, z, · ) ∈ C (Rn ×Mn×n,Mn×n) ;

4) the matrix ∂sf is symmetric and for P = (t, x, z, q, s) ∈ Ξ, h ∈ H we have

∂sijf(P ) ≥ 0 for (i, j) ∈ U+,

∂sij
f(P ) ≤ 0 for (i, j) ∈ U−,

1 − 2h0

n∑
i=1

1
h2

i

∂siif(P ) + h0

∑
(i,j)∈U

1
hihj

∣∣∂sijf(P )
∣∣ ≥ 0,

and

∂sii
f(P ) − hi

2
|∂qi

f(P )| − hi

n∑
j=1
j �=i

1
hj

∣∣∂sij
f(P )

∣∣ ≥ 0,

where 1 ≤ i ≤ n.
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Theorem 5.1. Suppose that Assumption H [Th] is satisfied with Ω given by (27),
(28) and:

1) assumption H [σ, f, ∂f ] holds;

2) uh : Ωh → R, h ∈ H, is a solution of (38), (39) and there is α0 : H → R+ such
that ∣∣∣ϕ(r,m) − ϕ

(r,m)
h

∣∣∣ ≤ α0(h) on E0.h ∪ ∂0Eh and limh→0α0(h) = 0

3) v : Ω → R is a solution of (18), (19) and v(t, · ) is of class C2 and v( · , x) is of
class C1.

Then there is α : H → R+ such that

‖vh − uh‖h.r ≤ α(h) for 0 ≤ r ≤ K and lim
h→0

α(h) = 0. (41)

where vh is the restriction of v to the set Ωh.

Proof. We apply Theorem 2.1 to prove (41). Consider the operator Fh : E′
h ×

×F(Ωh,R) → R defined by

Fh[z](r,m) = z(r,m) + h0f
(
t(r), x(m), Th[z], δz(r,m), δ(2)z(r,m)

)
.

Then uh satisfies (1), (2) and there is γ : H → R+ such that
∣∣∣v(r+1,m)

h − Fh[z](r,m)
∣∣∣ ≤ h0γ(h) on E′

h

and limh→0 γ(h) = 0. Write Yh = F(Ωh,R). Suppose that z, z̄ ∈ F(Ωh,R),
(t(r), x(m)) ∈ E′

h. We prove that
∣∣∣Fh[z](r,m) − Fh[z̄](r,m)

∣∣∣ ≤ ‖z − z̄‖h.r + h0 σ
(
t(r), ‖z − z̄‖h.r

)
. (42)

It follows from Assumption H [σ, f, ∂f ] that there is an intermediate point Q ∈ Ξ
such that∣∣∣Fh[z](r,m) − Fh[z̄](r,m)

∣∣∣ ≤ h0σ
(
t(r), ‖Th[z] − Th[z̄]‖t(r)

)
+

+

∣∣∣∣∣∣(z − z̄)(r,m) + h0

n∑
i=1

∂qi
f(Q)δi(z − z̄)(r,m) + h0

n∑
i,j=1

∂sij
f(Q)δij(z − z̄)(r,m)

∣∣∣∣∣∣ .
(43)

Write

S(0)(Q) = 1 − 2h0

n∑
i=1

1
h2

i

∂sii
f(Q) + h0

∑
(i,j)∈U

1
hihj

∣∣∂sij
f(Q)

∣∣ ,
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and

S
(i)
+ (Q) =

h0

2hi
∂qi

f(Q) +
h0

h2
i

∂sii
f(Q) − h0

n∑
j=1
j �=i

1
hihj

∣∣∂sij
f(Q)

∣∣ ,

S
(i)
− (Q) = − h0

2hi
∂qif(Q) +

h0

h2
i

∂siif(Q) − h0

n∑
j=1
j �=i

1
hihj

∣∣∂sijf(Q)
∣∣ ,

where 1 ≤ i ≤ n. It follows from (43) and from the definitions of the difference
operators that∣∣∣Fh[z](r,m − Fh[z̄](r,m)

∣∣∣ ≤ h0σ
(
t(r), ‖Th[z] − Th[z̄]‖t(r)

)
+

∣∣∣S(0)(Q)(z − z̄)(r,m)
∣∣∣ +

+

∣∣∣∣∣
n∑

i=1

S
(i)
+ (Q)(z − z̄)(r,m+ei)

∣∣∣∣∣ +

∣∣∣∣∣
n∑

i=1

S
(i)
− (Q)(z − z̄)(r,m−ei)

∣∣∣∣∣ +

+ h0

∑
(i,j)∈U+

1
2hihj

∂sijf(Q)
{∣∣∣(z − z̄)(r,m+ei+ej)

∣∣∣ +
∣∣∣(z − z̄)(r,m−ei−ej)

∣∣∣}−

− h0

∑
(i,j)∈U−

1
2hihj

∂sijf(Q)
{∣∣∣(z − z̄)(r,m+ei−ej)

∣∣∣ +
∣∣∣(z − z̄)(r,m−ei+ej)

∣∣∣} .

(44)

It follows from condition 4) of Assumption H [σ, f, ∂f ] that

S(0)(Q) ≥ 0 and S
(i)
+ (Q) ≥ 0, S

(i)
− (Q) ≥ 0 for 1 ≤ i ≤ n

and

S(0)(Q) +
n∑

i=1

S
(i)
+ (Q) +

n∑
i=1

S
(i)
− (Q)+

+ h0

∑
(i,j)∈U+

1
2hihj

∂sij
f(Q) − h0

∑
(i,j)∈U−

1
2hihj

∂sij
f(Q) = 1.

The above relations and (44) imply (42).
Denote by ηh : Jh → R+ the solution of the difference problem

η(r+1) = η(r) + h0σ(t(r), η(r)) + h0γ(h), 0 ≤ r ≤ K − 1,

η(0) = α0(h).

It follows from Theorem 2.1 that

‖vh − uh‖h.r ≤ η
(r)
h , 0 ≤ r ≤ K.

Consider the Cauchy problem (14) and its maximal solution ω( · , h) : [0, a] → R+. It
follows easily that

‖vh − uh‖h.r ≤ ω(t(r), h) ≤ ω(a, h) for 0 ≤ r ≤ K,

and limh→0 ω(t, h) = 0 uniformly on [0, a]. This completes the proof.
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6. NEUMANN TYPE PROBLEMS
FOR PARABOLIC DIFFERENTIAL FUNCTIONAL EQUATIONS

Write

E = [0, a] × [−b, b], E0 = [−a0, 0] × [−b, b], Ω = E ∪ E0 (45)

and

∂0E = [0, a] × ([−b, b] \ (−b, b)) ,

where a > 0, a0 ∈ R+, b = (b1, . . . , bn) ∈ R
n and bi > 0 for 1 ≤ i ≤ n. Set

Ξ = E × C(Ω,R) × R
n ×Mn×n (46)

and

∂0Ei = {(t, x) ∈ ∂0E : xi = −bi} ∪ {(t, x) ∈ ∂0E : xi = bi} ,
where 1 ≤ i ≤ n. Suppose that

f : Ξ → R, ϕ : E0 → R, ψ : ∂0E → R

are given functions. We consider the functional differential problem

∂tz(t, x) = f (t, x, z, ∂xz(t, x), ∂xxz(t, x)) , (47)

z(t, x) = ϕ(t, x) for (t, x) ∈ E0, (48)

and

∂xi
z(t, x) = ψ(t, x) for (t, x) ∈ ∂0Ei, 1 ≤ i ≤ n. (49)

We assume that f satisfies the Volterra condition.
Now we formulate a difference problem corresponding to (47)–(49).
Let H be the set defined in Section 5 and K ∈ N be such a constant that

Kh0 ≤ a < (K + 1)h0. For h ∈ H we put

E0.h = E0 ∩ R
1+n
h , Eh ∩ R

1+n
h , ∂0Eh = ∂0E ∩ R

1+n
h ,

E′
h =

{(
t(r), x(m)

)
∈ Eh : 0 ≤ r ≤ K − 1

}

and Ωh = E0.h ∪ Eh. Suppose that x(m) ∈ [−b, b] \ (−b, b). We will denote by I[m]
the set of all κ = (κ1, . . . , κn) ∈ Z

n such that:

(i) if −bj < x
(mj)
j < bj then κj = 0;

(ii) if x(mj)
j = bj then κj ∈ {0, 1}, if x(mj)

j = −bj then κj ∈ {−1, 0};
(iii) 1 ≤ |κ1| + . . . + |κn| ≤ 2.
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Define the sets

Sh =
{(

t(r), x(m+κ)
)

: 0 ≤ r ≤ K,
(
t(r), x(m)

)
∈ ∂0Eh and κ ∈ I[m]

}
,

S0.h = {0} ×
{
x(m+κ) : x(m) ∈ [−b, b] \ (−b, b) and κ ∈ I[m]

}

and

Ẽ0.h = E0.h ∪ S0.h, Ẽh = Eh ∪ Sh, Ω̃h = Ẽ0.h ∪ Ẽh,

Ẽ′
h =

{(
t(r), x(m)

)
∈ Ẽh : 0 ≤ r ≤ K − 1

}
.

For a function z : Ω̃h → R we write

[|z|]h.r = max
{∣∣∣z(i,m)

∣∣∣ :
(
t(i), x(m)

)
∈ Ω̃h and −K0 ≤ i ≤ r

}
.

Suppose that U , U−, U+ are the sets defined in Section 5. Let δ0, δ and δ(2) be the
difference operators defined by (31)–(37). Suppose that the interpolating operator
Th : F(Ωh,R) → C(Ω,R) is given. We approximate classical solutions of (47)–(49)
with solutions of the difference functional equation

δ0z
(r,m) = f

(
t(r), x(m), Th[z], δz(r,m), δ(2)z(r,m)

)
(50)

with the initial boundary conditions

z(r,m) = ϕ
(r,m)
h (51)

and

z(r,m+κ) − z(r,m−κ) = 2ψ(r,m)
n∑

i=1

κihi for
(
t(r), x(m)

)
∈ ∂0Eh and κ ∈ I[m]. (52)

Suppose that f and Th satisfy the Volterra condition. Then it is evident that there
exists exactly one solution uh : Ω̃h → R of problem (50)–(52).

Now we prove that the numerical method (50)–(52) is convergent under natural
assumptions on given functions.

Theorem 6.1. Suppose that Assumption H [Th] is satisfied with Ω given by (45) and:

1) Assumption H [σ, f, ∂f ] holds with Ξ defined by (45), (46);

2) uh : Ω̃h → R, h ∈ H, is a solution of (50)–(52) and there is α0 : H → R+ such
that ∣∣∣ϕ(r,m) − ϕ

(r,m)
h

∣∣∣ ≤ α0(h) on E0.h and lim
h→0

α0(h) = 0;

3) ψ ∈ C(∂0E,R) and there is a compact set D ⊂ R
1+n such that Ω ⊂ IntD and:
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(i) the function v : D → R is a solution of (47)–(49);

(ii) v( · , x) is of class C1 and v(t, · ) is of class C3;

4) there is c̃ > 0 such that ‖h′‖2 ≤ c̃h0.

Then there are ε0 > 0 and α : H → R+ such that for ‖h‖ ≤ ε0 we have

[|vh − uh|]h.r ≤ α(h), 0 ≤ r ≤ K, (53)

and lim
h→0

α(h) = 0 where vh is the restriction of v to the set Ω̃h.

Proof. We apply Theorem 2.1 to prove the above statement.
Consider the operator Fh : Ẽ′

h × F(Ω̃h,R) → R defined by

Fh[z](r,m) = z(r,m) + h0f
(
t(r), x(m), Th[z], δz(r,m), δ(2)z(r,m)

)

where (t(r), x(m)) ∈ E′
h, and

Fh[z](t,m+κ) = z(r,m−κ) + 2ψ(r,m)
n∑

i=1

κihi+

+ h0f
(
t(r), x(m−κ), Th[z], δz(r,m−κ), δ(2)z(r,m−κ)

)

where (t(r), x(m)) ∈ ∂0Eh and κ ∈ I[m]. Let the function ϕ̃h : Ẽ0.h → R be defined
by

ϕ̃
(r,m)
h = ϕ

(r,m)
h for

(
t(r), x(m)

)
∈ E0.h

and

ϕ̃
(0,m+κ)
h = ψ(0,m−κ) + 2ψ

(
0, x(m)

) n∑
i=1

κihi

where x(m) ∈ [−b, b] \ (−b, b) and κ ∈ I[m]. Then we have

u
(r+1,m)
h = Fh[uh](r,m) for

(
t(r), x(m)

)
∈ Ẽ′

h

and
u

(r,m)
h = ϕ̃

(r,m)
h on Ẽ0.h.

Write Yh = F(Ω̃h,R). Suppose that z, z̄ ∈ F(Ω̃h,R) and
(
t(r), x(m)

) ∈ Ẽ′
h. An easy

computation shows that∣∣∣Fh[z](r,m) − Fh[z̄](r,m)
∣∣∣ ≤ [|z − z̄|]h.r + h0 σ

(
t(r), [|z − z̄|]h.r

)
.

Let ε0 > 0 be such a constant that Ω ⊂ D for ‖h‖ ≤ ε0. It follows that there is
γ : H → R+ such that for (t(r), x(m)) ∈ E′

h we have
∣∣∣v(r+1,m) − Fh[vh](r,m)

∣∣∣ ≤ h0γ(h) (54)
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and lim
h→0

γ(h) = 0. Suppose that (t(r), x(m)) ∈ ∂0Eh and κ ∈ I[m]. Then we have

∣∣∣v(r+1,m+κ)
h − Fh[vh](r,m+κ)

∣∣∣ ≤
∣∣∣∣∣v(r+1,m+κ)

h − v
(r+1,m−κ)
h − 2ψ(r+1,m)

n∑
i=1

κihi

∣∣∣∣∣ +

+
∣∣∣v(r+1,m−κ) − Fh[vh](r,m−κ)

∣∣∣ .
We conclude from assumption 4) and from (54) that there is C > 0 such that∣∣∣v(r+1,m+κ)

h − Fh[vh](r,m+κ)
∣∣∣ ≤ Ch0

√
h0 + h0γ(h). (55)

According to (54), (55), we have∣∣∣v(r+1,m)
h − Fh[vh](r,m)

∣∣∣ ≤ h0γ(h) + Ch0

√
h0

where (t(r), x(m)) ∈ Ẽ′
h. It follows that there is α̃ : H → R+ such that∣∣∣(vh − uh)(r,m)

∣∣∣ ≤ α̃0(h) on Ẽ0.h

and limh→0 α̃0(h) = 0.
Denote by η̃h : Jh → R+ the solution of the difference problem

η(r+1) = η(r) + h0σ
(
t(r), η(r)

)
+ h0

(
γ(h) + C

√
h0

)
, 0 ≤ r ≤ K − 1,

η(0) = α̃(0).

It follows from Theorem 2.1 that

[|uh − vh|]h.r ≤ η̃
(r)
h , 0 ≤ r ≤ K.

Consider the Cauchy problem

ω′(t) = σ (t, ω(t)) + γ(h) + C
√

h0, ω(0) = α̃(h),

and its maximal solution ω̃( · , h) : [0, a] → R+. It follows easily that

[|uh − vh|]h.r ≤ η̃
(r)
h ≤ ω̃(t(r), h) ≤ ω̃(a, h), 0 ≤ r ≤ K,

and lim
h→0

ω̃(t, h) = 0 uniformly on [0, a].

This proves the theorem.

Remark 6.1. It is easy to see that all the results of the paper can be extended for
weakly coupled functional differential systems.

Remark 6.2. If we assume that

σ(t, p) = Lp, (t, p) ∈ [0, a] × R+,

then all the comparison difference problems can be solved and the errors of difference
methods can be estimated, see Remark 2.1.
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linéaire différentielle finctionnelle du type parabolique avec une condition initiale
de Cauchy. Boll. Un. Mat. Ital. B (7), 1 (1987), 99–109.

[6] Reinhardt H.J.: Analysis of Approxiamtion Methods for Differential and Integral
Equations. New York, Springer-Verlag 1985.

[7] Pao C.V.: Finite difference reaction-diffusion systems with coupled boundary
conditions and time delay. J. Math. Anal. Appl. 272 (2002), 407–434.

[8] Voigt W.: On finite-difference methods for parabolic functional-differential equ-
ations on unbounded domains. Numerical Methods and Applications, 559–567,
Sofia, Publ. House Bulg. Acad. Sci.1989.

Zdzisław Kamont
zkamont@math.univ.gda.pl

University of Gdańsk
Institute of Mathematics
Wit Stwosz Street 57, 80-952 Gdańsk, Poland

Received: September 24, 2004.

130 Zdzisław Kamont


