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Abstract: In this paper, the experimental investigations, constitutive description and numerical modelling of low-cycle fatigue behaviour  
of P91 steel in non-isothermal conditions are presented. First, experimental tests are performed to recognise different aspects of material 
behaviour. Then, an appropriate constitutive model is developed within the framework of thermodynamics of irreversible processes  
with internal state variables. The model describes two phases of cyclic softening, related to plastic mechanisms. An important goal  
of the presented research is to include thermomechanical coupling in the constitutive modelling. Next, the model parameters are identified 
based on the available experimental data. Some parametric studies are presented. Finally, numerical simulations are performed,  
which indicate the significant influence of thermomechanical coupling on the response of the constitutive model in thermomechanical  
fatigue conditions. 

Key words: low-cycle fatigue, thermomechanical coupling, constitutive modelling 

1. INTRODUCTION 

The interest in prediction of cyclic behaviour of materials and 
structures is growing in the industry. The 9%–12% Cr steels are 
being extensively used as structural materials for the components 
of reactors and power plants (Fournier et al., 2010). Research on 
this new steel grade dedicated for operation at elevated tempera-
tures began in the USA at the end of the 1970s. As a result of the 
extensive research, the optimal chemical composition of steel was 
determined, which resulted in a good combination of mechanical 
and thermal properties (Kannan et al., 2013) such as high creep 
resistance and good ductility, high resistance to thermal fatigue, 
good weldability and the ability to easily make connections with 
other ferritic steel grades, good thermal conductivity and low 
thermal expansion coefficient, and good corrosion resistance and 
fracture toughness in water–steam and gas environments (in the 
presence of hydrogen) (Fournier et al., 2008; Nagesha et al., 
2002; Sauzay et al., 2005; Kyaw et al., 2016)). P91 steel, which is 
one of the 9%–12% Cr steel family members, is perfectly suited 
for thick-walled pipes or forgings for the construction of boilers 
with extremely high operating requirements and steam genera-
tors, nuclear reactors and other responsible devices operating at 
temperatures up to 650°C (Duda, 2015). P91 steel has been also 
used for many years in power plant installations during renova-
tions to replace austenitic steel and 21/4Cr–1Mo steel pipes. The 
benefits of its use are the reduction in the diameter and thickness 
of tubular elements, and thus their mass, which is the result of the 
higher creep strength of P91 steel. 

During the process of frequent starting up and shutting down 
of the power plant units, high-temperature components are sub-

jected to alternating cyclic changes in temperature and mechani-
cal load, i.e. to thermomechanical fatigue. High-chromium steels 
subjected to high-temperature loads are subject to the evolution of 
the microstructure. This has been well documented in Nagesha et 
al. (2002) and Farragher (2014). This evolution manifests itself in 
the form of subgrain coarsening, where the boundaries between 
the martensitic laths and subgrain boundaries disappear (Sauzay 
et al., 2005), which leads to a coarser microstructure. The sub-
grain coarsening phenomenon depends on the applied plastic 
strain (Kyaw et al., 2016). There is also a decrease in dislocation 
density (Nagesha et al., 2002). As a consequence of these micro-
structural rearrangements, the 9%–12% Cr steels commonly 
exhibit cyclic softening (Kyaw et al., 2016; Farragher, 2014; Shan-
kar et al., 2006; Sulich et al., 2017). This softening is observed 
regardless of the test temperature and the level of deformation. 

The present investigation aims at a qualitative and quantitative 
description of the cyclic softening of P91 steel during low cycle 
fatigue at elevated and changing temperatures. Due to the varia-
bility in temperature, an important goal of the presented research 
is to include in the constitutive modelling the thermomechanical 
coupling. The effect of temperature (and its changes) on the 
phenomenon of cyclic softening of P91 steel is investigated exper-
imentally, and an appropriate constitutive model is developed. The 
model parameters are determined here from strain-controlled, 
low-cycle fatigue tests at several isothermal test temperatures 
with the use of optimisation software. The results obtained at 
discrete temperatures are then interpolated into the temperature 
functions of material characteristics. Then the qualitative and 
quantitative impact of thermomechanical coupling on the response 
of the model is illustrated. 
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2. MATERIAL BEHAVIOUR 

Experimental tests were performed on P91 steel specimens 
cut out of a boiler pipe (see Fig. 1; cf. Sulich et al., 2017). The 
chemical composition of steel was 0.127 C, 0.442 Si, 0.489 Mn, 
0.017 P, 0.005 S, 8,82 Cr, 0.971 Mo, 0.307 Ni, 0.012 Al, 0.017 
Co, 0.036 Cu, 0.074 Nb, 0.004 Ti and 0.201 V. Low-cycle fatigue 
tests were strain controlled, with a constant total strain amplitude 

εac and a constant temperature θ in each test. Five levels of total 
strain amplitude (0.25%, 0.30%, 0.35%, 0.50% and 0.60%) and 
three levels of temperature (20°C, 400°C and 600°C) were ap-
plied. Experiments were performed on the testing machine Instron 
8502 equipped with a heating chamber. 

 

 
Fig. 1. Shape and dimensions of the tested specimen 

a) 

 

b) 

 

c) 

 

Fig. 2. (a) Maximum stress on cycle versus number of cycles for strain amplitude εac = 0.5% and three test temperatures, 20°C, 400°C and 600°C;  
           (b) chosen hysteresis loops for the test temperature 20°C; (c) chosen hysteresis loops for the test temperature 600°C

The results (see Fig. 2) indicate that except the first several 
cycles, the tested steel exhibits cyclic softening, regardless of the 
testing temperature and strain amplitude (Saad et al., 2011; Li et 
al., 2016; Mroziński and Golański, 2014; Zhao et al., 2017). This 
softening could be divided into three phases, which are: the rapid 
softening phase, followed by the slow quasi-linear softening and 
finally again fast softening caused by micro-damage development 
in the material that ultimately leads to failure of the tested sample 
(Mroziński, 2011). As mentioned before, the tested material gen-
erally exhibits an initial slight hardening during the very first cy-
cles, the extent of it being dependent on the test temperature 
(decreasing with increasing temperature, see Fig. 2a, cf. also 

Nagesha et al., 2002; Kruml and Polák, 2001. It may be the effect 
of several mechanisms, such as the interaction between disloca-
tions and solute atoms, mutual interaction among dislocations and 
formation of fine precipitates on dislocations during testing. After 
this very short consolidation phase, the maximum stress on the 
cycle continuously drops without a saturation period within the 
range of considered strain amplitudes. For higher plastic strain 
amplitudes, the tendency to saturation may be observed.  

The existing literature suggests various mechanisms respon-
sible for the cyclic softening/hardening of the high-strength steel 
group. In general, this phenomenon is explained by the modifica-
tion of dislocation structure and density, carbide morphology, 
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density and chemical composition (Zhang et al., 2002). In the 
study of Jones and Van Den Avyle (1980), it was found for 
2.25Cr–1Mo steel that cyclic loading-induced dislocation shuttling 
accelerates the formation of Mo–C–Mo clusters, leading finally to 
the replacement of Mo–C pairs, which results in a continuous drop 
of the stress amplitude. Other mechanisms that have been pro-
posed to explain the phenomenon of cyclic softening of this type 
of steel include stress reduction associated with the surface oxide 
film (Kim and Weertman, 1988), and change from the original lath 
structure to cells or equiaxed subgrains.   

There are several parameters that influence the softening am-
plitude and kinetics (temperature, total or plastic strain amplitude, 
testing frequency, initial hardness, etc.). The present paper is 
focused on the description of the influence of variable temperature 
on the cyclic behaviour in non-isothermal conditions, while the 
dependence on other test conditions (Xie et al., 2018) and strain 
range memorisation effect (Zhou et al., 2018) are disregarded. 

3. CONSTITUTIVE MODEL 

3.1. Basic assumptions 

Cyclic constitutive models have been widely developed for 
metallic materials and successfully used in academic research 
and industrial applications during the past decades. In constitutive 
modelling, the formalism of thermodynamics of irreversible pro-
cesses with internal state variables and the local state method are 
often adopted (Skrzypek and Kuna-Ciskał, 2003; Egner and Ryś, 
2017; Zhou et al., 2018; Xie et al., 2018). The current state of a 
material is determined by certain values of some independent 
variables called variables of state (observable or internal). The 
choice of internal variables depends on dissipative phenomena 
taking place in the material that need to be regarded in the theo-
retical model. The present model is based on the following as-
sumptions: small strains, rate-independent plasticity, mixed iso-
tropic/kinematic plastic hardening. 

3.2. State variables  

For elastic–plastic material exhibiting mixed hardening, the fol-
lowing set of state variables is defined: 

{𝑉𝛼} = {𝜀𝑖𝑗
e , 𝜃; 𝛼𝑖𝑗

(m)
, 𝑟(n)} (1) 

where 𝜀𝑖𝑗
e  are components of the reversible (elastic) strain tensor, 

𝜃 is the absolute temperature in Kelvin degrees, 𝛼𝑖𝑗
(m)

 correspond 

to kinematic plastic hardening, while 𝑟(n) are related to isotropic 

plastic hardening. Indexes m and n denote the number of differ-
ent physical mechanisms (different dislocation populations) result-
ing in the occurrence and nature of hardening (Cailletaud and Saï, 
1995; Egner and Egner, 2016). To reduce the number of model 

parameters, in the present analysis, the simplest case, m = n =
1, is considered. 

3.3. Cyclic softening 

Within the framework of hardening models, isotropic harden-
ing is generally used to express the cyclic evolution of the materi-

al’s mechanical strength with respect to the plastic flow 
(Chaboche, 2008). The dimension of the elasticity domain can be 
controlled with a law of the type:  

𝑅 = 𝑄(𝜃)(1 − 𝑒−𝑏(𝜃)𝑟) (2) 

where 𝑏(𝜃) and 𝑄(𝜃) are two coefficients that are material and 
temperature dependent. However, such a description leads to a 
typical saturation; therefore, it is not suitable for steels that soften 
continuously without a saturation period. To take into account the 
non-saturating cyclic softening observed experimentally in the 

case of P91 steel, the drag stress R can be divided into two parts, 
𝑅1 and 𝑅2 (Zhang et al., 2002; Taleb and Cailletaud, 2010; Egner 
and Egner, 2014): 

𝑅1 = 𝑄(𝜃)(1 − 𝑒
−𝑏(𝜃)𝑟), 𝑅2 = 𝐻

R(𝜃)𝑟 (3) 

The first part, 𝑅1, corresponds to the strong softening typically 
taking place during the first hundred of cycles, while the second 

one, 𝑅2, allows reflecting continuous softening. Due to the quasi-
linear character of the second stage of softening, drag stress 𝑅2 
was here adopted in a linear form (Saad et al., 2013, Lu et al., 

2015), where 𝐻R reflects the slope of the second stage of cyclic 
softening (see Fig. 2a). 

3.4. State equations 

The thermodynamic forces conjugated to state variables (1) 
result from the assumed form of the state potential, which is here 
the Helmholtz free energy 𝜌𝜓, decomposed into thermoelastic 
and thermoplastic parts (Sulich et al., 2017). In the present analy-
sis, the following state equations define the thermodynamic forc-
es: 

𝜎𝑖𝑗 = 𝜌
𝜕𝜓

𝜕𝜀𝑖𝑗
e = 𝐸𝑖𝑗𝑘𝑙(𝜃)(𝜀𝑘𝑙 − 𝜀𝑘𝑙

p
) − 𝛽𝑖𝑗(𝜃)(𝜃 − 𝜃0) (4) 

𝑋𝑖𝑗 = 𝜌
𝜕𝜓

𝜕𝛼𝑖𝑗
=
2

3
𝐶(𝜃)𝛼𝑖𝑗  (5) 

𝑅 = 𝜌
𝜕𝜓

𝜕𝑟
= 𝑄(𝜃)(1 − e−𝑏(𝜃)𝑟) + 𝐻R(𝜃)𝑟 = 𝑅1 + 𝑅2 (6) 

Symbol 𝜎𝑖𝑗  denotes the Cauchy stress tensor (thermodynamic 

force conjugated to elastic strain), 𝑋𝑖𝑗  denotes back stress (con-

jugated to plastic kinematic hardening variable 𝛼𝑖𝑗) and drag 

stress 𝑅 is conjugated to plastic isotropic hardening variable 𝑟. 

Additionally, 𝐸𝑖𝑗𝑘𝑙(𝜃) denote the components of the elastic stiff-

ness tensor, while 𝐶(𝜃), 𝑄(𝜃), 𝑏(𝜃) and 𝐻𝑅(𝜃) stand for 
temperature-dependent material characteristics. 

3.5. Dissipation potential and evolution equations 

To establish the rate laws, the potential approach is applied 
here, based on the assumption of the existence of dissipation 
potential 𝐹, being closed, convex and scalar-valued function of 
the thermodynamic forces (4)–(6) and some other possible varia-
bles.  

To allow for a nonlinear plastic hardening description (Freder-

ick and Armstrong, 2007), the potential of plastic dissipation 𝐹 is 
assumed to be not equal to plastic yield surface here (non-
associated plasticity):  

𝐹(𝐽𝛼, 𝑍𝛽 , 𝜃) = 𝑓(𝐽𝛼 , 𝑍𝛽 , 𝜃) +
3𝛾(𝜃)

4𝐶(𝜃)
𝑋𝑖𝑗𝑋𝑖𝑗 (7) 



Władysław Egner, Piotr Sulich, Stanisław Mroziński, Halina Egner                          DOI 10.2478/ama-2020-0010 
Temperature Dependent Fatigue Characteristics of P91 Steel 

72 

𝑓(𝐽𝛼 , 𝑍𝛽 , 𝜃) = √
3

2
(𝑠𝑖𝑗 − 𝑋𝑖𝑗)(𝑠𝑖𝑗 − 𝑋𝑖𝑗) − 𝜎y(𝜃) − 𝑅 (8) 

where 𝑓(𝐽𝛼 , 𝑍𝛽 , 𝜃) is the von Mises–type plastic yield function of 

thermodynamic conjugated forces 𝐽𝛼 (deviatoric stress 𝑠𝑖𝑗 , back 

stress 𝑋𝑖𝑗  and drag stress 𝑅) and material characteristics 𝑍𝛽 

(yield stress 𝜎y(𝜃) and material parameters 𝐶(𝜃) and 𝛾(𝜃)). 

According to the generalised normality rule (Chaboche, 2008), the 
following rate equations are obtained: 

𝜀𝑖̇𝑗
p
=
3

2
𝜆̇p

𝑠𝑖𝑗−𝑋𝑖𝑗

√
3

2
(𝑠𝑘𝑙−𝑋𝑘𝑙)(𝑠𝑘𝑙−𝑋𝑘𝑙)

  (9) 

𝛼̇𝑖𝑗 = 𝜀̇𝑖𝑗
p
−

3𝛾

2𝐶
𝑋𝑖𝑗𝑟̇   (10) 

𝑟̇ = 𝜆̇p   (11) 

4. THERMOMECHANICAL COUPLING 

4.1. Rates of thermodynamic forces 

The constitutive model involves a number of temperature-
dependent model characteristics. According to Eqs (4)–(6), the 
rates of thermodynamic conjugate forces involve explicitly the rate 
of temperature and are expressed as: 

𝜎̇𝑖𝑗 = 𝐸𝑖𝑗𝑘𝑙(𝜃)(𝜀̇𝑘𝑙 − 𝜀̇𝑘𝑙
p ) − 

[−
𝜕𝐸𝑖𝑗𝑘𝑙

𝜕𝜃
(𝜀𝑘𝑙 − 𝜀𝑘𝑙

p
) +

𝜕𝛽𝑖𝑗

𝜕𝜃
(𝜃 − 𝜃0) + 𝛽𝑖𝑗]⏟                          

coupling term 𝑃𝑖𝑗
θ

𝜃̇    (12) 

𝑋̇𝑖𝑗 =
2

3
𝐶𝛼̇𝑖 +

2

3

d𝐶

d𝜃
𝛼𝑖𝑗⏟    𝜃̇

coupling term 𝐶𝑖𝑗
θ

    (13) 

𝑅̇ = (𝑄𝑏e−𝑏𝑟 + 𝐻R)𝑟̇ + 

+ [
d𝑄

d𝜃
(1 − e−𝑏𝑟) + (𝑄

d𝑏

d𝜃
e−𝑏𝑟 +

d𝐻R

d𝜃
) 𝑟]⏟                        𝜃̇

coupling term 𝑄θ

    (14) 

In the presence of thermoplastic coupling, the rate of a con-
sidered thermodynamic force depends, therefore, not only on the 
rate of internal variable conjugated to it, but also on the rate of 
temperature. In the following sections, the significance of coupling 
terms appearing in the kinetic equations (12)–(14) 

𝑃𝑖𝑗
θ = −

𝜕𝐸𝑖𝑗𝑘𝑙

𝜕𝜃
(𝜀𝑘𝑙 − 𝜀𝑘𝑙

p
) +

𝜕𝛽𝑖𝑗

𝜕𝜃
(𝜃 − 𝜃0) + 𝛽𝑖𝑗     (15) 

𝐶𝑖𝑗
θ =

2

3

d𝐶

d𝜃
𝛼𝑖𝑗    (16) 

𝑄θ =
d𝑄

d𝜃
(1 − e−𝑏𝑟) + (𝑄

d𝑏

d𝜃
e−𝑏𝑟 +

d𝐻R

d𝜃
) 𝑟    (17) 

will be investigated for the case of thermomechanical cyclic load-
ing. 

4.2. Heat balance equation 

To determine the temperature distribution within the body, the 
heat balance equation is used, which is derived from the first law 
of thermodynamics by substituting into it the internal energy densi-
ty together with Fourier’s law. The heat balance equation takes 

the following form (Egner and Egner, 2016) (𝑐ε
θ is the specific 

heat capacity at a constant strain, 𝑞𝑖 stands for the heat flux and 

𝑟θ is the distributed heat source per unit volume): 

𝜌𝑐ε
θ𝜃̇ =

−𝑞𝑖,𝑖 + 𝑟
θ + 𝜎𝑖𝑗 𝜀̇𝑖𝑗

p
− 𝑅𝑟̇ − 𝑋𝑖𝑗𝛼̇𝑖𝑗⏟          

mechanical dissipation

+

𝜃 [
𝜕𝑅

𝜕𝜃
𝑟̇ +

𝜕𝑋𝑖𝑗

𝜕𝜃
𝛼̇𝑖𝑗 − 𝑃𝑖𝑗

θ(𝜀𝑖̇𝑗 − 𝜀𝑖̇𝑗
p
)]⏟                  

thermo−mechanical coupling term

    (18) 

According to Eq. (18), determination of the temperature distri-
bution within the body is coupled not only to the total strain rate 

𝜀𝑖̇𝑗 , but also to the inelastic rates, 𝜀𝑖̇𝑗
p

, and fluxes 𝛼̇𝑖𝑗  and 𝑟̇. 

4.3. Loading/unloading conditions 

Since the thermodynamic conjugate forces are functions of 
state variables, the consistency relation for the development of 
dissipative phenomena takes the following form: 

𝑓̇ =
𝜕𝑓

𝜕𝜎𝑖𝑗
𝜎̇𝑖𝑗 +

𝜕𝑓

𝜕𝑋𝑖𝑗
𝑋̇𝑖𝑗 +

𝜕𝑓

𝜕𝑅
𝑅̇ +

𝜕𝑓

𝜕𝜃
𝜃̇ = 0   (19) 

where the term 
𝜕𝑓

𝜕𝜃
 explicitly includes the dependence of the initial 

yield stress 𝜎y on temperature. 

Using the chain rule and Eqs (9)–(11) and (12)–(14), the con-
sistency condition becomes: 

𝑓̇ =
𝜕𝑓

𝜕𝜎𝑖𝑗
𝜎̇𝑖𝑗 − 𝜆̇

p𝐻 − 𝜃̇𝑆 = 0  (20) 

In the above equation, 𝐻 is a generalised hardening modulus, 

𝐻 =
2

3

𝜕𝑓

𝜕𝜎𝑖𝑗
(𝐶

𝜕𝑓

𝜕𝜎𝑖𝑗
−
3

2
𝛾𝑋𝑖𝑗) −

𝜕𝑓

𝜕𝑅
(𝑄𝑏e−𝑏𝑟 +𝐻R)   (21) 

while S reflects the sensitivity of the yield surface on temperature 
changes (Egner, 2012): 

𝑆 {

> 0 ⇒ yield surf. contracts with increasing 𝜃               
= 0 ⇒ yield surf. remains constant with increasing 𝜃
< 0 ⇒ yield surf. expands with increasing 𝜃                  

   (22) 

where 

𝑆 =
𝜕𝑓

𝜕𝜎𝑖𝑗
𝐶𝑖𝑗
θ −

𝜕𝑓

𝜕𝑅
𝑄θ −

𝜕𝑓

𝜕𝜃
   (23) 

Concerning the majority of experiments, the physical meaning 
has the case when the yield surface contracts with increasing 
temperature. 

Expression (20) determines the consistency multiplier: 

𝜆̇p(𝜃) =
1

𝑤
[
𝜕𝑓

𝜕𝜎𝑖𝑗
𝐸𝑖𝑗𝑘𝑙𝜀̇𝑘𝑙 − (

𝜕𝑓

𝜕𝜎𝑖𝑗
𝑃𝑖𝑗
θ + 𝑆)

⏟        
𝜃̇

coupling term

] (24) 

where 𝑤 =
𝜕𝑓

𝜕𝜎𝑖𝑗
𝐸𝑖𝑗𝑘𝑙

𝜕𝑓

𝜕𝜎𝑘𝑙
+𝐻 > 0. 

Temperature influences the mechanical properties of conven-
tional engineering materials. Generally speaking, degradation of 
mechanical properties is observed (referred to as thermal soften-
ing), accompanied by increasing values of thermal properties. The 
numerical examples presented below will investigate the qualita-
tive and quantitative influence of thermomechanical coupling in 
the set of Eqs (12)–(18) and (24). 
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5. RESULTS 

5.1. Numerical implementation 

The constitutive model is implemented into numerical subrou-
tines by the use of the fully implicit backward Euler scheme (which 
is always stable and very accurate) and the Newton–Raphson 
method. The iterative solution procedure is defined as 

∆𝐘(𝑘+1) = ∆𝐘(𝑘) − [𝐉(𝑘)]
−1
𝐑res(𝑘)    (25) 

where ∆𝐘 = {∆𝑉𝛼} is the vector containing the increments of the 

unknowns, [𝐉] = ∂𝐑res/ ∂∆𝐘 is the Jacobian matrix and 

𝐑res = {𝑅∆𝑌𝑖} is a residual vector containing the components 

𝑅∆𝑌𝑖 = ∆𝑌𝑖 − ∆𝑌̂𝑖 , where ∆𝑌𝑖  is a variable while ∆𝑌̂𝑖 denotes the 

function resulting from the evolution rule for i-th variable 𝑌𝑖. In the 
case of uniaxial tension/compression, it is 

∆𝐘 = [

∆𝛆
∆𝜃
∆𝜆
Δ𝛂

], 𝐑res = [

𝐑Δ𝜀
𝑅Δ𝜃
𝑅Δ𝜆
𝐑Δ𝛼

], 𝐉 =

[
 
 
 
 
 
 
𝜕𝐑Δ𝜀

𝜕𝛆

𝜕𝐑Δ𝜀

𝜕𝜃
    
𝜕𝐑Δ𝜀

𝜕𝛂

𝜕𝐑Δ𝜀

𝜕𝜆
𝜕𝑅Δ𝜃

𝜕𝛆

𝜕𝑅Δ𝜃

𝜕𝜃
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    (26) 

The condition 𝐑res(∆𝐘) = 𝟎 defines the solution; therefore, 

the iteration procedure is stopped when the norm of 𝐑res is suffi-
ciently small.  

 
Fig. 3. Scheme of numerical implementation 

To solve the problem numerically, the classical concept of 
elastic predictor/plastic corrector was applied. Wolfram Mathemat-
ica 11 (Wolfram Mathematica 11.2, 2017) software was used to 
generate the expressions for components of the Jacobian matrix. 
Numerical subroutines were automatically generated in C++ 
language by the use of AceGen software (Korelc, 2016) (see Fig. 
3).  

5.2. Material data 

Experimental observations indicate that P91 steel is not a sta-
ble material during fatigue, i.e. the steel microstructure can be 
modified by the thermomechanical cycle. This is the case, howev-
er, only when the temperature reaches or exceeds the tempering 
temperature during some period of time (Zhang et al., 2002). In 
general, there are two temperature ranges (separated by temper-
ing temperature) in which the fatigue behaviour of P91 steel is 

different. Above the tempering temperature, pronounced effects of 
ageing are observed, additionally enhanced by the fatigue load-
ing. In this temperature range, changes in the mechanical proper-
ties of steel depend not only on the current temperature, but also 
on its history. Identification of model parameters should, therefore, 
take place jointly for all temperatures in a given load programme 
(Cailletaud et al., 2000). To do this, experimental thermomechani-
cal fatigue tests should be performed and used to identify the 
temperature history–dependent parameters. 

On the other hand, ageing at temperatures below tempering 
remains almost constant (which is the case considered here) and 
mechanical properties depend only on the current temperature, 
and not on its history. This means that there is no need to include 
all temperatures together in the identification procedure. Instead 
of that, it is possible to carry out several isothermal tests at differ-
ent temperatures, identify material parameters in each test tem-
perature and finally to take into account the influence of tempera-
ture on the material parameters by the use of interpolation tech-
niques with polynomial or spline functions. In the present analysis, 
P91 steel was tested in the temperature range between 20°C and 
600°C, while the tempering temperature of this steel is 730°C–
760°C. 

The identification of model parameters for each isothermal 
test was performed with the application of the SIMULIA-Isight 
package (Dassault, 2016). Two key components from the point of 
view of identification were used: “Data Matching”, which offers the 
ability to calculate different error measures of two or more data 
sets (e.g. stresses obtained from the experiment and stress calcu-
lated numerically) and “Optimisation” component, which allows for 
various methods of finding the minimum of a multivariable function 
(see Fig. 4). The following vector of normalised material parame-

ters 𝑃𝑖 ∈ 〈−1,1〉 was searched (the temperature dependence of 

Poisson’s ratio ν and thermal expansion coefficient αθ was disre-
garded): 

𝑃𝑖 =
2𝑃𝑖−(𝑈𝑖+𝐿𝑖)

𝑈𝑖−𝐿𝑖
, 𝑃𝑖 ∈ 〈𝐿𝑖 , 𝑈𝑖〉, {𝑃𝑖} = {𝜎y, 𝐸, 𝛾, 𝐶, 𝑏, 𝑄,𝐻

R}    (27) 

Parameters 𝑃𝑖  are bounded between their respective lower 

bounds 𝐿𝑖 and upper bounds 𝑈𝑖.  
In the present analysis, the following error measure was used: 

𝐹obj(𝐏) = 𝑤1∑|𝜎𝑘(𝐏) − 𝜎𝑘
exp
|

𝑚

𝑘=1

+ 

+𝑚𝑤2Max|𝜎𝑗(𝐏) − 𝜎𝑗
exp
|
𝑗=1,…,𝑚

    (28) 

where 𝜎𝑘
exp

 denote the experimental stress data and 𝜎𝑘(𝐏) are 

the stress data calculated numerically by the use of current values 

of model parameters 𝑃𝑖 . The objective function is a weighted sum 
(weights 𝑤1 and 𝑤2) of two components: the sum of absolute 
differences between the experimental and numerical data (stress) 
and the absolute maximal differences between the experimental 
data and the numerically simulated data. Such function allows to 

effectively reduce the maximum error (𝑤2 ≫ 𝑤1) or to adjust very 

well the data in the entire tested range (𝑤1 ≫ 𝑤2). 
The search time depends strongly on the selection of the 

starting point. To shorten the “distance” to the optimal solution, the 
following procedure was used to select the appropriate starting 
point as close as possible to the optimal solution:  

 Elastic parameters (initial yield stress 𝜎y and elastic modulus 

𝐸) were determined manually, taking into account the initial 
part of the first hysteresis loop.  

Symbolic Calculations
(Wolfram Mathematica)

Constitutive
Modelling

Automatic
Code Generation
AceGen C++

Numerical Subroutine
(C++)
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 Next, considering the entire first hysteresis loop, the 
approximate values of the kinematic hardening parameters 
were determined (𝛾 and 𝐶) assuming that the isotropic 

hardening in the first loop can be disregarded (𝑏 = 0, 𝑄 = 0 

and 𝐻R = 0).  

 Then, parameters related to isotropic hardening were 
searched based on several selected hysteresis loops. As a 
result, approximate values of all material parameters were 
determined as the starting point for optimisation. 

 Finally, the identification of all material parameters 

(𝜎y, 𝐸, 𝛾, 𝐶, 𝑏, 𝑄, 𝐻
R) was carried out again, but in a 

substantially reduced range around the starting point.  
The results of the identification procedure described above 

are presented in Table 1. They ensure the best match of numeri-
cal results to experimental results for the selected objective func-

tion 𝐹obj(𝐏) and the assumed constitutive model. 

 
Fig. 4. Algorithm of parameter identification 

Table 1. Material parameters (𝜀ac = 0.5%) 

 20°C 400°C 600°C 

𝜎y (MPa) 371 281 199 

𝐸 (MPa) 210464 184782 173791 

𝜈 0.3 0.3 0.3 

𝛾 634 658.7 663.5 

𝐶 (MPa) 125806 123726 99433 

𝑏 0.68 1.17 3.27 

𝑄 (MPa) −45.5 −47.7 −66.3 

𝐻R (MPa) −1.27 −2.61 −5.46 

The influence of temperature on the material parameters was 
then determined by interpolation techniques with spline functions 
according to the following scheme: 
𝑔(𝜃) = 𝑎𝑖(𝜃 − 𝜃𝑖)

3 + 𝑏𝑖(𝜃 − 𝜃𝑖)
2 + 𝑐𝑖(𝜃 − 𝜃𝑖) + 𝑑𝑖     (29) 

for 𝜃𝑖 ≤ 𝜃 ≤ 𝜃𝑖+1 
To illustrate the significance of temperature influence, the 

temperature-dependent material characteristics are plotted  
in Fig. 5. 

5.3. Validation 

The general procedure of constitutive modelling, numerical 
implementation and parameter identification was validated with 
the use of available experimental data. A very good agreement 
was obtained between numerical simulations of cyclic softening 
behaviour and experimental tests (see Fig. 6). 
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a) 

 
b) 

 
c) 

 
d) 

 
e) 

 
f) 

 

g) 

 

Fig. 5. Function interpolations of material characteristics  
           (T denotes temperature expressed in Celsius degrees) 

a) 

 
b) 

 
Fig. 6. Validation tests: (a) maximum stress on cycle versus the number  
            of cycles; (b) chosen hysteresis loops at a temperature of 20°C 

 

Fig. 7. Influence of linear part of isotropic softening (isothermal fatigue  
            test at a temperature of 20°C) 
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The identification procedure allowed to fit very well into the 
softening curve, while the monotonic stress–strain curve (and 
individual hysteresis loops) exhibited some differences in the 
shape between the experiment and numerical simulations (see 
Fig. 7). This is most likely due to a single back stress used in the 
presented analysis. Increasing the number of terms in the back 
stress decomposition would allow the expression of a more exten-
sive strain domain and a better description of the soft transition 
between elasticity and the onset of plastic flow. On the other 
hand, it would increase the number of model parameters, and this, 
in turn, would worsen some other aspects of the model behaviour. 
The increasing number of model parameters usually leads to 
multiple local minima of the error function, resulting in a non-
unique set of optimal model parameters. Secondly, with a large 
number of parameters, the model becomes sensitive to their 
changes, so that a small change in a parameter may cause signif-
icant discrepancies in the simulation results. 

In the subsequent sections, parametric studies were per-
formed to show the influence of subsequent effects regarded in 
the constitutive description on the model response. 

5.4. Isothermal tests 

The influence of a linear term in Eq. (6) is shown in Fig. 8. 

Without the linear term in Eq. (6) (𝐻R = 0), the shape of the 
maximum stress evolution cannot be reflected accurately.  

 

Fig. 8. Influence of linear part of isotropic softening (isothermal fatigue  
           test at a temperature of 20°C) 

It is possible to fit well into the first stage of cyclic softening, 
but then the second stage is highly erroneous and unrealistic (the 
rate of the maximum stress evolution drops to zero, cf. e.g. Saad 
et al., 2013). If both first and second stages are subjected to 
parameter optimisation described in the previous section, the error 
is unacceptably large and the simulated curve substantially differs 
from the experimental one for both, regarding here stages of 

material softening. The linear term 𝑅2 included in Eq. (6) allows 
obtaining a very good compatibility between experimental and 
numerical results in the whole softening range considered. 

5.5. Non-isothermal simulations 

Several non-isothermal fatigue tests were subjected to numer-

ical simulation according to the strain and temperature control 
scheme presented in Figs 9 and 10. Reversed strain cycles are 
considered in Fig. 9, with temperature changes taking place at the 
maximum and minimum total strain (in-phase and out-of-phase 
configurations are considered, cf. Fig. 9a,b). During the strain 
change, the temperature is kept constant. To evaluate the influ-
ence of thermomechanical coupling terms in Eqs (12)–(18), the 
following two cases are compared: 
(case 1) Temperature rate terms in kinetic Eqs (12)–(14) are 

disregarded and the influence of temperature changes is 
accounted for only by updating the material characteris-
tics; 

(case 2) All temperature rate-dependent terms are included (full 
thermomechanical coupling). 

a) 

 

b) 

 
Fig. 9. Non-isothermal fatigue simulations with cyclic temperature change 

The stress–strain loops for both cases are presented  
in Fig. 9a,b. Qualitatively, different results are obtained: without 
temperature rate terms (case 1), the response exhibits shift 
of hysteresis loops along the stress axis, while including the tem-
perature rate terms (case 2) allows for preserving stable behav-
iour. Such an effect was already indicated by Chaboche (2008), 
and also by Egner and Egner (2016), Egner and Egner (2014) and 
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Besson et al. (2009). Due to this unreasonable shift, the simulated 
maximum stress on cycle contains a substantial error when the 
temperature rate-dependent terms in Eqs (12)–(14) are disre-
garded. 

The significance of temperature rate influence depends on the 
specific case of the strain/temperature control scheme. For exam-
ple, if cyclic strain change is accompanied by monotonic tempera-
ture increase or decrease, the difference between case (1) and 
case (2) is not so pronounced (see Fig. 10). 

 
Fig. 10. Non-isothermal fatigue simulations with monotonic temperature change 

6. CONCLUSIONS 

This article is concerned with the description of the cyclic sof-
tening of P91 steel under non-isothermal conditions. Particular 
attention is paid to accounting for thermomechanical coupling in 
constitutive modelling and to examining the effect of this coupling 
on the model's response. The analysis presented in this work 
consists of six stages: (1) experimental testing of the material at 
several test temperatures, (2) constitutive modelling concerning 
variable temperature influence and the phenomenon of material 
cyclic softening, (3) numerical implementation of the mathematical 
model, (4) identification of model parameters at different test 
temperatures and then interpolating the results to obtain tempera-
ture-dependent material characteristics, (5) validating the analysis 
by comparing the experimental and numerical results and (6) 
investigating the effect of thermomechanical coupling on the 
model response, depending on the thermomechanical loading 
scheme. 

To investigate the effect of full thermomechanical coupling on 
the model response, the classical constitutive model of Armstrong 
and Frederick (Frederick and Armstrong, 2007) was extended to 
take account of the rate of temperature explicitly. To properly 
reflect the first two stages of material cyclic softening, in the de-
scription of the isotropic plastic hardening, the drag stress was 
decomposed into two components – one of them responsible for 
the first stage of rapid softening, while the other for the quasi-
linear softening stage. The influence of temperature on material 
parameters was determined using interpolation techniques with 
polynomial spline functions. The numerical test results revealed a 
significant qualitative and quantitative effect of temperature. This 
means that the coupling between temperature and dissipative 
phenomena occurring in the material can have a significant impact 
on the response of the constitutive model. Disregarding the tem-
perature rate in the model equations can, therefore, lead to erro-

neous results, while the amount of error depends on the thermo-
mechanical cyclic load configuration. 

The constitutive description presented in this work was based 
on a model of the Armstrong and Frederick type. Such a model is 
not capable to reflect all the physical mechanisms able to produce 
material nonlinearities on a macro scale (such as unilateral dam-
age, plastic strain range memorisation effect, etc.). Nevertheless, 
even this relatively simple model involves seven parameters that 
have to be identified for several temperatures of fatigue tests. This 
is a laborious and time-consuming task, and each additional 
parameter significantly increases the size of the problem. There-
fore, in the presented analysis, a relatively simple model is con-
sidered, but the described procedure is general and can also be 
applied to more comprehensive modelling (Saanouni and Deva-
lan, 2012). 
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