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A huge amount of documents in the digitalized lites requires efficient meth-
ods for exploring contained there information. “Iopodeling” is considered as
one of the most effective among them. In spite mhmonly used approaches for
finding occurrences of single words, in the papeitding topic models based on
phrases is pondered. We propose a methodologyhwdnables to create a set of
significant word sequences and thus limiting thercle area to phrases which con-
tain them. The methodology is evaluated on experimperformed on real text da-
tasets. Obtained results are compared with thaséved by using LDA algorithm.

Keywords: topic model, frequent sequences, LDA

1. Introduction

As the amount of available data grows, the probtdrmanaging the infor-
mation becomes more crucial. The digitized libmmever not only hundreds of
years of human knowledge firstly written on pagert also being constantly pub-
lished over the internet documents such as artitlegs or opinions. Nowadays
there have been arising huge collections, whictecgfe exploring and browsing
require structured ways of interaction.

As one of the recently developed approaches thereld be mentioned topic
modeling, where each document can be labeled wjiic hames. The method con-
sists in mining the collections through the undedyand constantly reappearing



topics. Such approach can be used for searchingnumuts similar to those of
interest, what plays important role in informatietrieval tasks.

Most topic modeling algorithms use text corporadbag of words" and rely
only on occurrences of single words. As human prtgation of a text is based on
the recognition of the meaning of phrases rathan tn the separated words, cur-
rent topic modeling methods use phrases insteasafs to build a model.

In the paper a set of algorithms which allows todfisignificant word
sequences is proposed. The basic assumption abtisdered approach is ability
to find the most informative sequences and omittimeaningless phrases from an
analyzed set of text documents. Having the seklsdcted phrases together with
documents in which they occurred would allow tadfitopics by analyzing only
these phrases instead of the whole document. \¢hatore, topics can be
assigned in hierarchical order according to gsigicance in the document.

The key idea of the presented algorithms congistemsidering a graph struc-
ture which facilitates the analysis of phrases @mthections between them. Using
the graph makes possible to select sequences dswdrich are characteristics for
different topics and lets to tie their source doeunts.

The remainder of the paper is organized as folldwghe next section the
topic modeling research is described. Then the geeg methodology including
algorithms of frequent sequences searching andpgrgusimilar documents is
depicted. In the following section results of expemts carried out on real docu-
ment collections are discussed. Finally some calofy remarks and future
research are presented.

2. Topic modeling

The goal of topic modeling is to automatically diger the topics from a col-
lection of documents. The documents themselvesobserved, while the per-
document topic distributions, and the per-docunpemword topic assignments are
hidden structure. The central computational probfemtopic modeling is to use
the observed documents to infer the hidden topiciire. This can be thought of
as "reversing" the generative process.

Topic models can be interpreted as probabilityritistions on terms. This
approach is presented in [1] where authors tresst af documents as a combina-
tion of terms from the selected universe. A comqmaslelC is a result of the impo-
sition of termdJ, topicsT, stylesSand a probability distributioB.

C=U,T,S D) (1)

Papadimitriou et al. [1] assumed that documentsnaterepresented by terms
but by the underlying (latent, hidden) conceptemeid to by the terms. They pro-
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posed the information retrieval method, knowrLatent Semantic Indexingvhich
aims at capturing hidden document structure bygusechniques from linear
algebra.
Blei et al. proposetlatent Dirichlet Allocation(LDA) method [2, 3] based on

a generative probabilistic model of a corpus. Thasibidea is that documents are
represented as random mixtures over latent topibsye each topic is character-
ized by a distribution over words. Formally a tojgadefined to be a distribution
over fixed vocabulary. Authors assume that topiesspecified before any data has
been generated. Then for each document in thectiollewords are obtained in
two stage process:

1. the distribution over topics is randomly chosen;

2. (a) the topic is randomly chosen and (b) words ftbencorresponding dis-

tribution over the vocabulary are being selected.

This statistical model reflects the intuition tldicuments represent multiple
topics. Each document exhibits the topics withedtdht proportion (step #1); each
word in each document is drawn from one of thedostep #2b), where the
selected topic is chosen from the per-documentiloligion over topics (step #2a).
The idea of LDA method is presented in Figure 1.

Another strategy for topic modeling is considenad4], where a framework
named KERT has been presented. The technique &l s finding phrases in-
stead of single words. To find topical keywords LD#ethod is used. Next fre-
quent sequences are generated using an efficigt@rmpanining algorithm FP-
growth [5]. Candidate topical keyphrases are seteétom those which contain
topical keywords. Then the phrase qualities arduew@d using a characteristic
function, and ranked accordingly. Top ranked ptsase selected as a representa-
tion of the topic.
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Figure 1. Latent Dirichlet Allocation (LDA) [3]
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The similar approach is used in a method cefledlable Topical Phrase Min-
ing from Text Corpord6]. The technique is also based on the frequeniesgces
The main difference comparing to the KERT methodsigis in generating fre-
quent sequences before using the modified LDA niktiibe last one is applied to
find topical keyphrases. This modification is cdlhraseLDA.

3. Methodology

In the current research we consider the methoddbase¢he similarity of doc-
uments represented as vectors of sequences. Tpespbtechnique consists of the
two following steps:

- finding most frequent sequences;

- finding documents most similar to the selectee.on

Both of them are described in the following subieest

3.1. Finding most frequent sequences

As a word sequence we will consider an orderedolistonsecutive words.
Sequences A and B are equal if they have the sangghl and in both sequences
the same words are at the same positions. Thehl@fighe sequence is the number
of words within.

Definition. A sequence B =, b,, bs, ...,by), m=| B | is contained in the se-
quence A =4, ay, ag, ...,a), k=| A |, (B is a subsequence of A) if there exasts
numberd such that

O<sds<k-mCOiO{1,.,m}:b =a,,. 2

The sequence consisting af words will be referred to the name of the
n-gram. In particular, the bigram and trigram wileam the sequence of the two
and three words. In this paper the word sequenitdevused interchangeably with
the word phrase.

In the algorithm, new frequent sequence of lemgthl is built on the basis of
the existing sequence of lengirand an information about bigrams location. This
approach is derived from the observation thatsequence of length+ 1 is fre-
quent, all subsequences of the sequence are algoefrt. It is used in the algo-
rithm “apriori” [7], which is a reference for mamgher searching frequent patterns
algorithms. Thus, searching for frequent sequentésngthn + 1 we assume that
they consist of frequent sequences of lemgth

Firstly, a set of analyzed documents is normaliZddhis stage punctuation
marks and numbers are removed, all the uppercesesmaverted to lowercases.

In the first step of the algorithm a unique idéetiis assigned to each word in
the whole set. The identifier is an integer numBéws, a collection of text docu-
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ments is converted into a set of numerical sequereach next occurrence of the
word is replaced with the identifier given to thstf occurrence.

In the second step of the algorithm, there is laudgata structure, which stores
all pairs of consecutive words as well as additionformation about their posi-
tions. The occurrence of each pair is associat#id avspecific document and posi-
tions of pairs being an offset from the beginniighe document. To simplify the
notation both identifiers are stored as a singleger. Using binary notation older
bytes store the document index while younger ot&® @ bigram position. The
structure created this way is kept as a map. Tlec&asists of a pair of numbers
connected with the bigram. As all the bigrams adeked the structure is called
the inverted bigram index. Since longegrams will be represented by the same
data structure it is required to remember alscjaesgce length.

This method of storing bigrams positions is equemalto storing document as
a sequence of words. Both forms can be convertdgbuti loss of information. It is
also possible to combine the first and the sectep t® produce the word’s index-
es and bigram indexes in one pass.

To indicate only frequent sequences support thidgfmuld be input as a pa-
rameter. Further steps of the algorithm will befgrened for only thesa&-grams
for which the number of occurrences is greaterqurakto the threshold. Thus it is
practical to sort bigram keys in a descending order

The bigram’s location number of keys will dependtio@ data contained in the
text. The number of bigrams can be equal to thersgaf the number of unique
words in a set of documents. However, if all thedgaare unique the number of pos-
sible bigram’s positions cannot be greater thansthe of the document set. Let us
assume that the set consistkefords and each is unique, then the maximum num-
ber of bigrams is less th&rbecause each bigram has its location in the daguume

The starting set of frequent sequences is thefdgg@mms san = 2. For each
sequence of length (denoted byQi(n)) a list of candidate sequences of length
n+ 1 Qi(n+ 1)) is created. Alh-grams whose first — 1 words are the same as the
lastn— 1 words of the starting-gram are searched. Since this operation will be
repeated many times it is reasonable to hold sutiaf@aofn-grams in a memory.
The key of such a map would be time-(1)-gram and the value would be an array
of n-grams starting with this sequence [8].

The list of potential sequences of the length grelay one is formed by join-
ing two n-grams with the same subsequence of the length—of. The new se-
quence has to be more frequent than the specifigplost threshold. It is therefore
necessary to count the number of times the seqummes in the text. There is no
need to search all the set of documents. It is gim@o compare an array of posi-
tions of the sequenc®;(n) and the position of tha-gram that expands this se-
quence. If a candidate sequelg@ + 1) occurs in the text, the position of the end-
ing is by one greater than the index of the stgnhgram. The example of such
relationship is illustrated in Figure 2.
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Figure 2. A structure of connections between joimedgrams

After completion of the cycle of the algorithm fibre nextn all data is stored
in the structure like the one presented in Figurgazhn-gram is defined by speci-
fying the array of starting indices, the sequemregyth, the first and the last word.
Moreover eacm-gram has references to the starting and the ersdibgequence of
the lengthn — 1. At the same time the references to longer sempseare remem-
bered in the data structure. This graph-like stmgcallows to analyse the links be-
tween documents and sequences as well as thebltkgen sequences of different
lengths.

algorithmto convert text to nunbers froma docunent set is
input: a set of nornalized docunents (DS)
out put: words to nunbers dictionary,
an array of arrays of nunbers (AN)
for each docurment (Di) in DS do
AN: array <- add Di as the array of nunbers

algorithmto create data structures is
input: an array of arrays of nunbers (AN)
output: pairs to location arrays map for bigrans
for each array ANi in AN do
for each pair <wj, wj+1>in ANi] do
if the pair not exists then
create a pair key and an array of |ocations
add location (i, j) to an array related to the current pair key

algorithmto growth sequences is
input: the map of n-grans
out put: the map of (n+1)-grans
for each n-gram Ng(left) do
for each n-gram Ng(right) do
if Ng(right) starts with last n-1 words of Ng(left) then
(conpare | ocation arrays)
if Ng(right) is consecutive to Ng(left) then
add (n+l)-gramto an result set

Figure 3. A frequent sequences searching algorithm
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The searching process ends if there cannot be feumydlonger frequent
sequences. Recreating of the sequence of wordssshte by reading from a doc-
ument or from a reverse bigram index.

From among the set of sequences only the longes are chosen. They are
used as the document representation, which weidpdied in the next step for group-
ing documents. A frequent sequences searchingthlgas presented in Fig. 3.

3.2. Finding groups of similar documents

After building then-gram structure all the documents are represergesbis
of sequences of different lengths. The document Wie greatest number of se-
guences is chosen. Then the Hamming distancesf@jelen the document and all
the others are calculated. The expected numbezsoltmg groups determines the
length of a subgroup. Documents are ordered acuprii the distances between
them and when the distance gets closer to the teghsize of the subset, the group
is formed. The steps are repeated until the inputissall divided into subsets.
An algorithm for grouping similar documents is @eted in Fig. 4.

al gorithm convert a docunent to a list of n-granms is
input: a set of n-grans with references to docunents
output: a set of docunents represented only by n-grans
for each n-gram (Ng) do
for each docunent (doc) containing Ng do
doc<- add Ng to Ilist

algorithmto group documents containing a simlar set of sequences is
i nput: a docunent array, each as a vector of n-grans,
W appr oxi mat e nunmber of docunents in an output group
output: a set of groups of simlar docunents
while input array is not enpty do
sel ect one docunment D(first)
find 2xWdocunments with | ower Hamm ng di stance from D(first)
select the threshold to cut the number of documents nearest W
create a group
add this group to output set
renove each docunment fromthe input array

algorithmto select topic phrases is
input: a list of sets of phrases
K nunber of phrases in each set
output a list of sets of topic phrases
for each set of phrases do
find K nmost frequent phrase
renove other phrases fromthis set

Figure 4. An algorithm for grouping similar documents

Finally, an analysis of phrases in each documenigis done. The most fre-
quent phrases are indicated as topic models.
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4. Results

To evaluate the proposed methodology experimentea@rdocument datasets

were carried out. Two collections of ab
- Ohsumed collection, which incl
ject Headings categories of the

out 200Gfcwnents were considered:
udes medical abssréicim Medical Sub-
year 1991 ([10]);

- 20Newsgroups corpus, which contains 19997 artfole20 categories tak-
en from the Usenet newsgroups collection ([11]).

Table 1.Results of presented method diglA algorithm

Proposed method

LDA (Mallet 2.0.7) ([8])
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The proposed method andDA implementation taken from Mallet 2.0.7
framework [8] were used to find topics in each csrpParameters were set to
archive 20 topic groups. Comparison of the obtaimsdlts were done by qualita-
tive analysis. In Table 1 some topics generatethdiin methods were presented.
Each word appearing in both results is in ltaliors among 20 groups there are 2
for Ohsumed collection and 3 for 20 newsgroups dwnis which have disjoined
results. It means that generated sequences camamord from a Mallet result
words set.

The main advantage of the sequences over wortie iatility to archive the
proper order of words as a result. Some sequerebea not so obvious to easily
combine them from single words. For example wandswunodeficiencyand ac-
quired forms a sequencacquired immunodeficiency syndromed human immu-
nodeficiency virus hiv infection

5. Conclusion

In the paper a framework for topical keyphrase garen is introduced. The
algorithm is based on analyzing a graph-like stmgctwhich holds information
about relations between frequent sequences andpibgitions in the set of docu-
ments. Filtering only the most significant sequenexuces the data size. In spite
of the most topic modeling techniques the propasethod does not udeDA
algorithm. Such approach allows to reduce comparaticomplexity of the algo-
rithm.

Qualitative analysis showed that the obtained tediffer from the ones
received by usinggDA, however in most of the cases the similarity betwg®ups
seems to be significant.

Future research will consist in further explorimg h-gram graph to extract
more significant sequences and to reduce the dragsntay be considered as a
noise. The different choice of distance measurefaimned to be considered as well
as broader range of datasets for testing the method
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