
JAISCR, 2020, Vol. 10, No. 3, pp. 209

A NEW METHOD FOR AUTOMATIC DETERMINING OF
THE DBSCAN PARAMETERS

Artur Starczewski1,∗, Piotr Goetzen2, Meng Joo Er3

1Department of Computer Engineering, Czestochowa University of Technology,
al. Armii Krajowej 36, 42-200 Czȩstochowa, Poland
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Abstract

Clustering is an attractive technique used in many fields in order to deal with large scale
data. Many clustering algorithms have been proposed so far. The most popular algo-
rithms include density-based approaches. These kinds of algorithms can identify clusters
of arbitrary shapes in datasets. The most common of them is the Density-Based Spatial
Clustering of Applications with Noise (DBSCAN). The original DBSCAN algorithm has
been widely applied in various applications and has many different modifications. How-
ever, there is a fundamental issue of the right choice of its two input parameters, i.e the
eps radius and the MinPts density threshold. The choice of these parameters is especially
difficult when the density variation within clusters is significant. In this paper, a new
method that determines the right values of the parameters for different kinds of clusters
is proposed. This method uses detection of sharp distance increases generated by a func-
tion which computes a distance between each element of a dataset and its k-th nearest
neighbor. Experimental results have been obtained for several different datasets and they
confirm a very good performance of the newly proposed method.
Keywords: clustering algorithms, DBSCAN, data mining

1 Introduction

Clustering algorithms discover naturally occur-
ring structures in datasets. They group objects into
meaningful clusters so that the elements of a clus-
ter are similar, whereas they are dissimilar in dif-
ferent clusters. Nowadays, extensive collections
of data pose a great challenge for clustering al-
gorithms. Therefore, many new different cluster-
ing algorithms which can be applied in various ar-
eas, such as biology, spatial data analysis, busi-

ness, and others are being intensively developed.
It is worth considering that there is no single clus-
tering algorithm which does the right data parti-
tioning for all datasets. Moreover, the same al-
gorithm can produce different results depending
on applied input parameters. This problem is of-
ten resolved by using cluster validation, which is
based on cluster validity indices, so several au-
thors have proposed different validity indices e.g.,
[9, 23, 27, 30, 31]. Many researchers create new
clustering algorithms [10, 11, 12, 13, 24, 33] or
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a combined clustering algorithm with optimization
and meta-heuristic algorithms [32, 2, 5, 21]. Gener-
ally, clustering algorithms can be divided into four
categories: partitioning, hierarchical, grid-based
and density-based clustering. Well-known parti-
tioning algorithms include K-means or Partitioning
Around Medoids (PAM) [3, 36]. The next cluster-
ing category called hierarchical is based on an ag-
glomerative or divisive approach, e.g. the Single-
linkage, Complete-linkage, Average-linkage or Di-
visive ANAlysis Clustering (DIANA)[19, 22]. On
the other hand, the grid-based approach uses cells
of a grid to analyze data elements. Such meth-
ods can be found in the Statistical Information
Grid-based (ST ING) or Wavelet-based Clustering
(WaveCluster) methods [20, 26, 34]. The last
category is frequently represented by the Density
Based Spatial Clustering of Application with Noise
(DBSCAN) algorithm [8], which is used for various
applications. This algorithm can discover clusters
of an arbitrary shape and size, but requires two in-
put parameters, i.e. the eps radius and the MinPts
density threshold. Determination of these param-
eters is crucial to the correct performance of this
clustering method.

In this paper, a new approach to determining the
DBSCAN parameters is proposed. It is based on the
detection of sharp distance increases generated by
a function which computes distances between each
element of a dataset and its k-th nearest neighbor. In
the case of the eps parameter, the largest increases
are used to choose a distance which can define the
right value of the eps parameter. The choice of the
eps value must be very precise, so several points are
calculated on the chart of the sorted distances (see
e.g. Figures4 and 5). On the figure, it can be ob-
served that there is a place called the knee, where
the largest increases in distances occur. This place
is located in the upper region of the curve and can
have a different size. So, these calculated points
must be very precisely adjusted. This approach
makes it possible to determine the right value of
the eps parameter. The second parameter MinPts is
also defined by the distances between the indicated
points on the chart. The detailed description of the
method for determining the eps and MinPts param-
eters is described in Section 3. This paper is orga-
nized as follows: In Section 2 related works about
clustering algorithms are presented while Section 3
presents a short description of the DBSCAN and the

new method for determining its parameters. Exper-
imental results on datasets are illustrated in Section
4. Finally, Section 5 presents conclusions.

2 Related works

The DBSCAN density-based clustering algo-
rithm is very popular and lots of algorithms are cre-
ated on the basis of its modification and improve-
ment, e.g. OPTICS [1], CLARANS [14], GMDB-
SCAN [35] or VDBSCAN [17]. It is worth noting
that the problem of automatic choosing of input pa-
rameters of the DBSCAN algorithm is a great chal-
lenge. However, the methods used in order to deter-
mine these input parameters are only described in
a few articles. For example, [15] proposes a hy-
brid DBSCAN algorithm combined with an opti-
mization algorithm (Binary Differential Evolution)
in order to choose the DBSCAN parameters. On
the other hand, the method in [7] combines the grid
partition technique and the DBSCAN algorithm.
In article [28] is presented a combination of the
Gaussian-Means and the DBSCAN to determine
these input parameters. Then, [4] proposes the AP-
SCAN which uses affinity propagation clustering to
detect local densities and values of input parame-
ters. Article [37] presents the I-DBSCAN algorithm
to determine the eps and MinPts. The AGED al-
gorithm [29] determines the eps of the DBSCAN
based on local densities. Paper [16] proposes the
Multi-verse optimizer algorithm which selects and
improves optimizing of the DBSCAN parameters.

This study presents a new approach to auto-
matic defining of the eps and MinPts parameters
of the DBSCAN algorithm.

3 The new approach to determin-
ing the parameters of the DB-
SCAN

First, the description of the DBSCAN is pre-
sented, and next a new method for the determina-
tion of the input parameters is explained in detail.
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A NEW METHOD FOR AUTOMATIC DETERMINING OF. . .

3.1 A short description of the DBSCAN al-
gorithm

Let us denote a dataset by X , where point p∈X ,
the eps parameter (a radius) is usually determined
by the user and it has a large influence on the right
creation of clusters by this algorithm. The next pa-
rameter, i.e. the MinPts is the minimal number of
neighboring points belonging to the so-called core
point. The following definitions (see [6] and [8])
will be helpful in determining the DBSCAN param-
eters.

Definition 1: The eps-neighborhood of point
p ∈ X is called Neps(p) and is defined as fol-
lows Neps (p) = {q ∈ X |dist(p,q)≤ eps}, where
dist(p,q) is a distance function between p and q.

Definition 2: p is called the core if the number of
points belonging to Neps(p) is greater or equal to
the MinPts.

Definition 3: Point q is directly density-reachable
from point p (for the given eps and the MinPts) if
p is the core point and q belongs to Neps(p).

Definition 4: if point q is directly density-
reachable from point p and the number of points
belonging to Neps(q) is smaller than the MinPts, q
is called a border point.

Definition 5: Point q is a noise if it is neither a core
point nor a border point.

Definition 6: Point q is density-reachable from
point p (for the given eps and the MinPts) if there
is a chain of points q1,q2, ...,qn and q1 = p, qn = q,
so that qi+1 is directly density-reachable from qi

Definition 7: Point q is density-connected to point
p (for the given eps and the MinPts) if there is point
o such that q and p are density-reachable from
point o.

Definition 8: Cluster C (for the given eps and the
MinPts) is a non-empty subset of X and the follow-
ing conditions are satisfied: first, ∀p,q: if p ∈ C
and q is density-reachable from p, then q ∈C, next
∀p,q ∈C: p is density-connected to q.

The DBSCAN algorithm creates clusters ac-
cording to the following: at first, point p is se-
lected randomly if |Neps(p)| ≥ MinPts, than point
p will be the core point and a new cluster will be
created. Next, the new cluster is expanded by the
points which are density-reachable from p. This

process is repeated until no cluster is found. On
the other hand, if |Neps(p)| < MinPts, then point
p will be a noise, but this point can be included in
another cluster if it is density-reachable from some
core point.

3.2 Automatic determination of the eps pa-
rameter

As mentioned above, the eps parameter plays
a fundamental role in creating the right clusters by
the DBSCAN algorithm.

Figure 1. An example of a 2-dimensional dataset
consisting of four clusters.
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Figure 2. Sorted values of function kdist with
respect to k = 4, k = 5 and k = 6 for a

2-dimensional dataset.

The most widely used method to calculate this
parameter is based on a function which computes
a distance between each element of a dataset and
its k-th nearest neighbor. This function is often
denoted by kdist , and its k parameter is equal to
the MinPts. Figure 1 shows an example of a 2-
dimensional dataset consisting of 1200 elements lo-
cated in four clusters, i.e. 200, 250, 300 and 450
elements per cluster, respectively. For this dataset,
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the kdist function is used. In order to better analyze
the results generated by this function, three values
of the k parameter are used, i.e. k = 4, k = 5 and
k = 6. Next, the distances are sorted in the ascend-
ing order and are presented in Figure 2. Sorted val-
ues of function kdist with respect to the k parameter
are denoted by vk(x). It can be observed that the
number of calculated distances for k = 6 is much
bigger than for k = 4 or k = 4. Moreover, there is
a point range called the knee with a large change
of distances. The fundamental issue is an appro-
priate determining of the knee point, which can be
used to find out sharp changes of the distances and
next to define the eps parameter of the DBSCAN al-
gorithm. A sharp increase in the distances appears
usually at the end of the knee. All elements of a
dataset with higher distances than the value indi-
cated by this point can be considered as noise. It is
worth noting that when clusters of the dataset have
a similar density there is only one knee for every
value of parameter k of the kdist function (see Fig-
ure 2). The knee is usually located at the end of the
sorted distances and its size depends on the density
of the clusters. As mentioned above, it is very diffi-
cult to determine the knee point correctly, because
the width and slope of the knee can vary.

Let Vdist denote a set of all distances generated
by kdist function for a dataset. First, it is necessary
to determine a range of points which precisely in-
dicate the knee. Let us denote the beginning and
end of the knee by vstart and vstop, respectively. The
first parameter is defined as vstart = |Vdist |− |X | and
the other as vstop = |Vdist |, where the |Vdist | is the
number of the elements of Vdist and the |X | is the
size of dataset X . It can be noted that for param-
eter k = 4, vstart equals |Vdist | ∗ 0.75. The sorted
distances of the kdist functions with k = 4 are pre-
sented in Figure 3 for the sample 2-dimensional
dataset. It can be observed that there are p1(x1,y1)
and p2(x2,y2) points on the chart. x1 and x2 coor-
dinates correspond to vstart and vstop, i.e. x1 = vstart

and x2 = vstop while y1 and y2 are equal to the val-
ues of the distances calculated by function kdist . So,
these two points simultaneously indicate the range
of the knee. Next, line A1 ∗ x+B1, which passes
through points p1 and p2 is drawn. The A1 and B1
parameters are defined as follows

A1 =
y2 − y1

x2 − x1

B1 = y1 −A1 ∗ x1.
(1)

The line passing through points p1 and p2 is also
presented in Figure 3.
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Figure 3. Sorted values of function kdist with
respect to k = 4 and the line passing through points

p1 and p2

Next, additional line A2 ∗ x + B2 is created to
find out the point corresponding to the abrupt in-
crease of the distances. This line intersects halfway
with line the A1 ∗ x + B1 and its slope is equal to
−A1. Thus, parameters A2 and B2 of this line are
expressed as follows

A2 =−A1

B2 = A1 ∗ (x1 + x2)+B1,
(2)

where x1 and x2 are the x-coordinates of points
p1(x1,y1) and p2(x2,y2), respectively. A2 ∗ x+B2
line is presented in Figure 4. It can be observed
that the line determines point p3(x3,y3) which is lo-
cated in the upper part of the knee. There is a high
probability there that p3(x3,y3) is located close to
the point which can be used to calculate parameter
eps.

In order to calculate this point more precisely, a
new A3x+B3 line, tangent at point p3 is drawn. So
a temporary point pt(xt ,yt) very closely located to
point p3 is indicated. Next, parameters A3 and B3
of the tangent line can be defined as follows
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Figure 4. The straight line determining point p3.

X

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

0.0

0.1

0.2

0.3

0.4

0.5

0.6
vk(x)  for k=4
A1x+B1
A2x+B2
A3x+B3

p1

p2

p3

Figure 5. The tangent line at point p3.

A3 =
yt − y3

xt − x3

B3 = y3 −A3 ∗ x3.
(3)

In Figure 5 is shown the tangent line at point
p3. Furthermore, difference ∆d(x) between the val-
ues of function vk(x) and the new line is deter-
mined for x ∈ (x3;x2). The x3 and x2 values are
x-coordinate of points p3(x3,y3) and p2(x2,y2), re-
spectively. Thus, ∆d(x) can be defined as follows

∆d(x) = vk(x)− (A3 ∗ x+B3) . (4)

Let M denote a set of all ∆d(x) increases calculated
for x ∈ (x3;x2). Next, the average value, i.e. the
arithmetic mean from M is calculated. In Figure
7 is presented point pa which corresponds to the
average value from M. Thus, coordinate ya of the
pa(xa,ya) point determines this average value, and
the second coordinate xa indicates the number of the
increase for ya.
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Figure 6. Values of M and point pa which
corresponds to the average value.

Based on coordinate xa, the value of the eps pa-
rameter is expressed as follows

eps = vk(x3 + xa), (5)

where x3 is the x-coordinate of point p3(x3,y3). As
mentioned above the size of knee can be different
and it depends on the density of clusters. If clus-
ters have a similar density, the knee will be, e.g. as
in Figure 5. Otherwise, the knee can be wider or
the sorted distances can created several knees. This
fact has an impact on the right value of the eps pa-
rameter. Consequently, an additional analysis of the
knee properties is used. It is based on a comparison
of the distances between points p1, p2 and p3. It is
defined as follows

dp =
d (p2, p3)

d (p1, p3)
, (6)

where d (p2, p3) and d (p1, p3) are the distances be-
tween points p2, p3 and p1, p3, respectively. In
this approach a bias factor is experimentally se-
lected and it equals 4. Such value of this factor
makes it possible to find a considerable change of
the distances, i.e. if the increase of the distances for
x ∈ (x3;x2) is significant, the value of factor dp will
be greater than the value of the bias.

In this case, the value of the eps parameter is
increased because there is a big change of the dis-
tances there. So, the modification of the eps param-
eter is expressed as below

eps =
{

vk(x3 +b) f or dp ≥ bias
vk(x3 + xa) f or dp < bias

, (7)
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where
b = (xa + xn)/2. (8)

xn is the number of elements of M. This proposed
method allows for calculating the correct value of
the eps parameter for a different size of the knee
based on the vk(x) function. It worth noting that pa-
rameter A1 defines the slope of line A2 ∗ x+B2 and
it also determines the location of point p3. More-
over, the start of the knee region is defined by p1,
where coordinate x1 equals vstart .

3.3 Determination of the MinPts parame-
ter

The MinPts parameter is also very difficult to
choose because it decides about the size of clus-
ters and also affects the number of so-called noise
data. Moreover, if the MinPts has a high value, the
number of clusters is small, but the size of the Vdist
collection can be quite large. On the other hand,
when this parameter is too small, the clustering al-
gorithm can create a lot of small clusters. Gener-
ally, the choice of this parameter is often realized
individually depending on a dataset, but in many
cases, the MinPts equals 4 or 5. Such value of
this parameter ensures a good compromise between
the size of clusters and the amount of noise data in
most datasets. However, this paper proposes a new
approach to the selection of this parameter. This
method uses the dp factor to calculate MinPts and
is expressed as follows

MinPts =
{

round(dp +0.5) f or dim(X) == 2
round(dp −0.5) f or dim(X)> 2 ,

(9)
where the dim(X) function defines the dimensions
of dataset X . If dim(X) equals 2, the value of dp

is rounded up, and otherwise, it is rounded down.
The key issue is the calculation of factor dp, so first,
the kdist function must compute the distances of the
dataset. In the case of calculating the MinPts pa-
rameter, k equals 2. Thus, for this value of param-
eter k of the kdist function, factor dp is determined
and the MinPts parameter is estimated by formula
9. Next, the eps parameter can be defined for the
calculated value of MinPts (see Section 3.2). In the
next Section, the results of the experimental stud-
ies are presented to confirm the effectiveness of this
new approach.

4 Experimental results

In this Section, several experiments have been
conducted on 2-dimensional and 3-dimensional ar-
tificial datasets using the DBSCAN algorithm.

Table 1. A detailed description of the
2-dimensional artificial datasets

Datasets
No. of

Clusters
elements

Data 1 1050 3
Data 2 700 6
Data 3 700 3
Data 4 900 4
Data 5 500 4
Data 6 700 2

Table 2. A detailed description of the
3-dimensional artificial datasets

Datasets
No. of

Clusters
elements

Data 1 900 3
Data 2 1100 4
Data 3 1300 5
Data 4 1800 7

Table 3. The eps and MinPts values of the
DBSCAN algorithm used in the artificial datasets

Datasets eps MinPts

Data 1 0.36 7
Data 2 0.23 4
Data 3 0.21 4
Data 4 0.18 5
Data 5 0.22 6
Data 6 0.27 7
Data 7 0.55 4
Data 8 0.48 6
Data 9 0.42 4
Data 10 0.49 4

The new approach to the automatic determina-
tion of this algorithm parameters is used. In Table 3,
there are the eps and MinPts parameters of the DB-
SCAN algorithm used to cluster these datasets. It is
worth noting that the artificial datasets include clus-
ters of various sizes and shapes. Moreover, in all the
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where
b = (xa + xn)/2. (8)

xn is the number of elements of M. This proposed
method allows for calculating the correct value of
the eps parameter for a different size of the knee
based on the vk(x) function. It worth noting that pa-
rameter A1 defines the slope of line A2 ∗ x+B2 and
it also determines the location of point p3. More-
over, the start of the knee region is defined by p1,
where coordinate x1 equals vstart .

3.3 Determination of the MinPts parame-
ter

The MinPts parameter is also very difficult to
choose because it decides about the size of clus-
ters and also affects the number of so-called noise
data. Moreover, if the MinPts has a high value, the
number of clusters is small, but the size of the Vdist
collection can be quite large. On the other hand,
when this parameter is too small, the clustering al-
gorithm can create a lot of small clusters. Gener-
ally, the choice of this parameter is often realized
individually depending on a dataset, but in many
cases, the MinPts equals 4 or 5. Such value of
this parameter ensures a good compromise between
the size of clusters and the amount of noise data in
most datasets. However, this paper proposes a new
approach to the selection of this parameter. This
method uses the dp factor to calculate MinPts and
is expressed as follows

MinPts =
{

round(dp +0.5) f or dim(X) == 2
round(dp −0.5) f or dim(X)> 2 ,

(9)
where the dim(X) function defines the dimensions
of dataset X . If dim(X) equals 2, the value of dp

is rounded up, and otherwise, it is rounded down.
The key issue is the calculation of factor dp, so first,
the kdist function must compute the distances of the
dataset. In the case of calculating the MinPts pa-
rameter, k equals 2. Thus, for this value of param-
eter k of the kdist function, factor dp is determined
and the MinPts parameter is estimated by formula
9. Next, the eps parameter can be defined for the
calculated value of MinPts (see Section 3.2). In the
next Section, the results of the experimental stud-
ies are presented to confirm the effectiveness of this
new approach.

4 Experimental results

In this Section, several experiments have been
conducted on 2-dimensional and 3-dimensional ar-
tificial datasets using the DBSCAN algorithm.

Table 1. A detailed description of the
2-dimensional artificial datasets

Datasets
No. of

Clusters
elements

Data 1 1050 3
Data 2 700 6
Data 3 700 3
Data 4 900 4
Data 5 500 4
Data 6 700 2

Table 2. A detailed description of the
3-dimensional artificial datasets

Datasets
No. of

Clusters
elements

Data 1 900 3
Data 2 1100 4
Data 3 1300 5
Data 4 1800 7

Table 3. The eps and MinPts values of the
DBSCAN algorithm used in the artificial datasets

Datasets eps MinPts

Data 1 0.36 7
Data 2 0.23 4
Data 3 0.21 4
Data 4 0.18 5
Data 5 0.22 6
Data 6 0.27 7
Data 7 0.55 4
Data 8 0.48 6
Data 9 0.42 4
Data 10 0.49 4

The new approach to the automatic determina-
tion of this algorithm parameters is used. In Table 3,
there are the eps and MinPts parameters of the DB-
SCAN algorithm used to cluster these datasets. It is
worth noting that the artificial datasets include clus-
ters of various sizes and shapes. Moreover, in all the
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(a) (b)

(c) (d)

(e) (f)

Figure 7. Examples of 2-dimensional artificial datasets: (a) Data 1, (b) Data 2, (c) Data 3, (d) Data 4, (e)
Data 5, and (f) Data 6.
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Figure 8. Examples of 3-dimensional artificial datasets: (a) Data 7, (b) Data 8, (c) Data 9, and (d) Data 10.

conducted experiments, the evaluation of the accu-
racy of clusters generated by the DBSCAN algo-
rithm is realized by visual inspection. The original
DBSCAN is difficult to use for multidimensional
data, but new modifications of the DBSCAN algo-
rithm have been also proposed to solve this prob-
lem, e.g [25].

4.1 Datasets

In the conducted experiments six 2-dimensional
and four 3-dimensional datasets are used. Several
data come from the R package and the other are gen-
erated by functions of the Scliab environment. The
new approach to the automatic determination of this
algorithm parameters is used. The artificial datasets
include clusters of various sizes and shapes. The ar-
tificial data are called Data 1, Data 2, Data 3, Data
4, Data 5 and Data 6 for 2-dimensional datasets
and Data 7, Data 8, Data 9 and Data 10 for 3-
dimensional datasets. These datasets consist of var-
ious number of clusters, i.e. from 2 to 7 clusters.
The scatter plot of these data is presented in Fig-
ures 7 and 8. It can be observed in the figures that
the distances between the clusters are very different

and some clusters are quite close. For instance, in
Data 4 the elements create the Gaussian, square, tri-
angle and wave shapes, Data 5 consists of 2 Gaus-
sian eyes, a trapezoid nose and a parabola mouth,
and Data 6 is the so-called spirals problem, where
points are on two entangled spirals. Moreover, the
sizes of the clusters are different and they contain a
different number of elements. Tables 1 and 2 show
a detailed description of these datasets.

4.2 Experiments

The 2-dimensional and 3-dimensional artificial
datasets are used to evaluate the performance of the
newly proposed method defining the parameters of
the DBSCAN algorithm. At first, in these experi-
ments, the MinPts parameter is determined accord-
ing to formula 9. Next, parameter k of the kdist func-
tion equals MinPts and the steps described in Sec-
tion 3.2 are made in order to determine the correct
eps parameter. When the eps and MinPts parame-
ters are identified, the DBSCAN algorithm is used
to cluster artificial datasets. Moreover, a visual in-
spection of the results is made to evaluate this new
method, i.e. Figures 9 and 10 show the data clus-
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Figure 8. Examples of 3-dimensional artificial datasets: (a) Data 7, (b) Data 8, (c) Data 9, and (d) Data 10.

conducted experiments, the evaluation of the accu-
racy of clusters generated by the DBSCAN algo-
rithm is realized by visual inspection. The original
DBSCAN is difficult to use for multidimensional
data, but new modifications of the DBSCAN algo-
rithm have been also proposed to solve this prob-
lem, e.g [25].

4.1 Datasets

In the conducted experiments six 2-dimensional
and four 3-dimensional datasets are used. Several
data come from the R package and the other are gen-
erated by functions of the Scliab environment. The
new approach to the automatic determination of this
algorithm parameters is used. The artificial datasets
include clusters of various sizes and shapes. The ar-
tificial data are called Data 1, Data 2, Data 3, Data
4, Data 5 and Data 6 for 2-dimensional datasets
and Data 7, Data 8, Data 9 and Data 10 for 3-
dimensional datasets. These datasets consist of var-
ious number of clusters, i.e. from 2 to 7 clusters.
The scatter plot of these data is presented in Fig-
ures 7 and 8. It can be observed in the figures that
the distances between the clusters are very different

and some clusters are quite close. For instance, in
Data 4 the elements create the Gaussian, square, tri-
angle and wave shapes, Data 5 consists of 2 Gaus-
sian eyes, a trapezoid nose and a parabola mouth,
and Data 6 is the so-called spirals problem, where
points are on two entangled spirals. Moreover, the
sizes of the clusters are different and they contain a
different number of elements. Tables 1 and 2 show
a detailed description of these datasets.

4.2 Experiments

The 2-dimensional and 3-dimensional artificial
datasets are used to evaluate the performance of the
newly proposed method defining the parameters of
the DBSCAN algorithm. At first, in these experi-
ments, the MinPts parameter is determined accord-
ing to formula 9. Next, parameter k of the kdist func-
tion equals MinPts and the steps described in Sec-
tion 3.2 are made in order to determine the correct
eps parameter. When the eps and MinPts parame-
ters are identified, the DBSCAN algorithm is used
to cluster artificial datasets. Moreover, a visual in-
spection of the results is made to evaluate this new
method, i.e. Figures 9 and 10 show the data clus-
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(a) (b)

(c) (d)

(e) (f)

Figure 9. Results of the DBSCAN clustering algorithm for 2-dimensional datasets: (a) Data 1, (b) Data 2,
(c) Data 3, (d) Data 4, (e) Data 5, and (f) Data 6
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Figure 10. Results of the DBSCAN clustering algorithm for 3-dimensional datasets: (a) Data 7, (b) Data 8,
(c) Data 9, and (d) Data 10
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Figure 10. Results of the DBSCAN clustering algorithm for 3-dimensional datasets: (a) Data 7, (b) Data 8,
(c) Data 9, and (d) Data 10
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tered by the DBSCAN algorithm. It can be observed
that each cluster is signed with different symbols,
but the noise data is always presented as a circle.
Even though the differences of distances and shapes
between the clusters are significant, the elements of
the datasets are correctly classified by the DBSCAN.
Moreover, the number of data elements classified as
noise in all the datasets is small.

5 Conclusion

In this paper, a new approach is proposed to cal-
culate the eps and MinPts parameters of the DB-
SCAN algorithm. It is based on the kdist function
calculating distances between points of a dataset
and their kth nearest neighbors. As mentioned
above, the determination of the MinPts parameter
is very difficult, so it is often chosen empirically
depending on the datasets being investigated. In the
method presented, the size of the knee is studied to
correctly calculate this parameter, and so the value
of the MinPts parameter is defined by Equation 9.
In the case of parameter eps, the fundamental is-
sue is to correctly determine the sharp increases of
the distances, so at first, the knee must be precisely
specified in the sorted distances. Next, it is defined
that the point which corresponds to sharp increases
in the distances. Based on this point and on the size
of knee the correct value of parameter eps is cal-
culated. In the conducted experiments, several 2-
dimensional and 3-dimensional datasets were used.
There were a number of clusters, sizes and shapes
varied within a wide range there. From the perspec-
tive of the conducted experiments, this automatic
way to compute the eps and the MinPts parame-
ters is very useful. All the presented results con-
firm very a high efficiency of the newly proposed
approach.
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tered by the DBSCAN algorithm. It can be observed
that each cluster is signed with different symbols,
but the noise data is always presented as a circle.
Even though the differences of distances and shapes
between the clusters are significant, the elements of
the datasets are correctly classified by the DBSCAN.
Moreover, the number of data elements classified as
noise in all the datasets is small.

5 Conclusion

In this paper, a new approach is proposed to cal-
culate the eps and MinPts parameters of the DB-
SCAN algorithm. It is based on the kdist function
calculating distances between points of a dataset
and their kth nearest neighbors. As mentioned
above, the determination of the MinPts parameter
is very difficult, so it is often chosen empirically
depending on the datasets being investigated. In the
method presented, the size of the knee is studied to
correctly calculate this parameter, and so the value
of the MinPts parameter is defined by Equation 9.
In the case of parameter eps, the fundamental is-
sue is to correctly determine the sharp increases of
the distances, so at first, the knee must be precisely
specified in the sorted distances. Next, it is defined
that the point which corresponds to sharp increases
in the distances. Based on this point and on the size
of knee the correct value of parameter eps is cal-
culated. In the conducted experiments, several 2-
dimensional and 3-dimensional datasets were used.
There were a number of clusters, sizes and shapes
varied within a wide range there. From the perspec-
tive of the conducted experiments, this automatic
way to compute the eps and the MinPts parame-
ters is very useful. All the presented results con-
firm very a high efficiency of the newly proposed
approach.
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