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1. Notation 
 
In this chapter, we introduce notation and 
definitions used in the paper. All symbols are 
summarized in table 1. 
 

Tab. 1. Notation used in the paper 
 

ℕ Natural numbers 
ℤ Integers 

𝐾 ∈ ℕ Number of topics 
𝑉 ∈ ℕ Number of terms in 

vocabulary 
𝑀 ∈ ℕ Number of documents 
𝐶 ∈ ℕ Number of classes 
𝑁𝑑 ∈ ℕ Number of words in 

document 𝑑 
𝑁 ∈ ℕ 𝑁 = ∑ 𝑁𝑑𝑀

𝑑=1 . Number of 
words in a corpus (in all 
documents) 

𝐿 ∈ ℕ Number of models in 
ensemble 

𝑑 ∈ {1, … ,𝑀} Index of a document 
𝑘 ∈ {1, … ,𝐾} Index of topic 
𝑛 ∈ {1, … ,𝑁𝑑} Index of word in  

a document  
𝑖 ∈ {1, … ,𝑉} Index of a word in  

a vocabulary 
𝑐𝑑 ∈ ℕ Class label for document 𝑑 
𝑙 ∈ ℕ Index of model or  

a confidence function of  
a model 
 

𝒘(𝑑) Single observed document, 
that is 
𝒘(𝑑) = �𝑤1

(𝑑), … ,𝑤𝑁𝑑
(𝑑)� 

𝑤𝑛
(𝑑) 𝑛-th word in a 𝑑-th 

document 
 

𝑇 = �𝒘(1), … ,𝒘(𝑀)� Corpus 

𝑊 = {𝑤1, … ,𝑤𝑉} Vocabulary 
 

𝑤𝑖 𝑖-th word in a vocabulary. 
We index words in 
dictionary using 𝑖 subscript 
and words in document 
using 𝑛 subscript. For 
words in documents, we 
additionally add 
superscript with the index 
of a document  
 

𝑒: {1, … ,𝑀} ×
{1, … ,𝑉} → ℕ. 

Function that for a given 
document index and word 
index, returns the number 
of times, the word 
appeared in the document 
 

𝜽(𝑑) ∈ (0,1)𝐾 Parameters that control 
distribution of topics in 
document d.  
It is a categorical 
distribution, that is,  
a multinomial distribution, 
where number of 
experiments is equal  
to 1 
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𝑍(𝑑)~ 𝜽(𝑑) Random variable that 
describes a topic 
assignment for words in 
document 𝑑. This random 
variable, takes values 
according to distribution 
𝜽(𝑑) 

𝜃𝑘
(𝑑) ∈ (0,1) 𝜃𝑘

(𝑑) = 𝑃(𝑍(𝑑) = 𝑘) 
probability of topic 𝑘 in 
document 𝑑 

𝜽 ∈ (0,1)𝑀×𝐾 Matrix of probabilities of 
topics. Each 𝑑-th row, 
defines distribution over 
topics for 𝑑-th document 

𝜷𝑘 ∈ (0,1)𝑉 Parameters that control 
distribution of terms in 
topic k 

𝛽𝑘,𝑖 ∈ (0,1) 𝛽𝑘,𝑖 = 𝑃(𝑤𝑖|𝑍 = 𝑘) 
probability of 𝑖-th word 
from vocabulary, if topic 
index is 𝑘 

𝜷 ∈ (0,1)𝐾 ×𝑉 Matrix of topics. Each row 
defines distribution over 
vocabulary. 

𝑆𝑙:𝑇 → [0,1]𝐶 Confidence function for 
model l 

𝑅𝑙: 𝑊+

→  {1, 2, … ,𝐶} 
𝑙-th classifier in an 
ensemble 

𝐸: 𝑊+

→  {1, 2, … ,𝐶} 
Ensemble of 𝐿 classifiers 

𝐹𝑑𝑀𝑉 ∈ {0,1}𝐿×𝐶 Matrix for majority voting 
classifier. It contains 
results of 𝐿 classifiers for  
a single document  

�𝐹𝑑𝑀𝑉�𝑙𝑐 ∈ {0,1} This element is equal to 1, 
if 𝑙-th classifier chooses 
class 𝑐, and 0 otherwise 

𝐹𝑑𝑊𝑀𝑉 ∈ (0,1)𝐿×𝐶 Matrix for weighted 
majority voting classifier. 
It contains results of 𝐿 
classifiers for a single 
document 

�𝐹𝑑𝑊𝑀𝑉�𝑙𝑐 ∈ (0,1) Single element of matrix 
𝐹𝑑𝑊𝑀𝑉 contains confidence 
that 𝑙-th classifier gives to 
𝑐-th class. 

 
2. Introduction 
 
In this paper, we experiment with a few 
ensemble algorithms that consists of many LDA 
models with different number of topics.  
We show, that those ensembles work better than 
any single model. In addition to improving 
accuracy, this approach let us choose a set of 
numbers of topics, and use them all for 
prediction. This is a simplification in comparison 
to previous methods, where a data scientist had 

to experiment with many models and finally 
choose one of them. 

The rest of this paper is structured as 
follows: in the third chapter, we briefly 
introduce dimensionality reduction. In the fourth 
chapter, we introduce a definition of a language 
model. In chapter 5, we give a definition of 
classification, and shortly describe Random 
Forest classifier. In chapter 6, we focus on text 
processing, and the role of dimensionality 
reduction in text analysis. In chapters 7–9,  
we describe three methods that can be used to 
reduce dimension of texts: LSA, PLSA and 
LDA. In chapter 10, we introduce the problem of 
choosing the best number of topics, and review 
some of the contemporary methods to tackle this 
issue. In chapter 11, we introduce a concept of 
ensemble learning and provide description of 
three ensemble methods. In chapter 12,  
we describe results of numerical experiments for 
ensemble methods. 
 
3. Dimensionality Reduction 
 
According to [10], one of the problem of 
contemporary data analysis is the fact, that data 
are characterized by high dimensionality. This 
causes the following problems  
• Noise accumulation 
• Spurious correlation 
• Incidental homogeneity 
• Heavy computational cost. 
 
Therefore, a very important aspect of data 
analysis is the process of dimensionality 
reduction. There are two approaches to this task: 
feature extraction and feature transformation. 
Feature extraction relates to the method of 
finding a subset of features, that convey most of 
the information about the data. A very good 
introduction to this technique can be found  
in [11]. Feature transformation relates to  
the process of embedding the data in a lower 
dimensional space while retaining as much 
information as possible. Many methods have 
been proposed so far, including linear models 
like PCA, MDS, and nonlinear like Kernel PCA 
and Isomap. A good introduction to nonlinear 
methods can be found in [13]. In this work, we 
are interested in dimensionality reduction of 
texts in the context of classification. 
 
4. Language model 
 
Let 𝑊 = {𝑤1, … ,𝑤𝑉} be the vocabulary 
containing 𝑉 words. A document in the language 
is a sequence of words 𝑤1𝑤2 …𝑤𝑠, where 𝑠 ≥ 1 
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and 𝑤𝑖 ∈ 𝑊. We will define 𝑊+ to be the set of 
all documents with the vocabulary 𝑊. 

A language model is defined by a finite set 
𝑊 and a function 𝑝(𝑤1,𝑤2, … ,𝑤𝑠) such that 
1. ∀〈𝑤1,…,𝑤𝑠〉∈𝑊+  𝑝(𝑤1, … ,𝑤𝑠) ≥ 0 
2. ∑ 𝑝(𝑤1, … ,𝑤𝑠)〈𝑤1,…𝑤𝑠〉∈𝑊+ = 1 
That is, 𝑝(𝑤1, … ,𝑤𝑠) is a probability distribution 
over documents in 𝑊+.  

We define a corpus 𝑇 ⊂ 𝑊+, as a set of 
observed text documents that are used for 
training and testing a classifier. 
 
5. Classification 
 
Classification is a supervised method. Suppose 
we are given a set of IID data 
�𝒘(1), 𝑐1�, … , �𝒘(𝑀), 𝑐𝑀�, where 𝒘(𝑑) ∈ 𝑇 and 
𝑐𝑑 takes values in some finite set {1,2, … ,𝐶}.  
In this definition, 𝐶 denotes a number of classes. 
A classifier, is a function 
 

𝑅:𝑊+ →  {1, … ,𝐶} 
that for a given new document, returns an index 
of a class to which the document belongs. 

The function 𝑅, usually depends on some 
free parameters. Learning a classifier can be 
seen as a process of finding those parameters 
based on learning examples �𝒘(𝑑), 𝑐𝑑�,𝑑 = 
= 1, … ,𝑀. 

One of the most popular classification 
algorithm is Random Forest [4]. It is based on 
combining many decision trees. A single 
decision tree, can learn training dataset quite 
well, but it is prone to overfitting. Therefore, its 
prediction on a test set is characterized by high 
variance. To alleviate the problem, Random 
Forest combines hundreds of decision trees, each 
with only a subset of features. The more trees 
are added to the model, the lower is the variance. 
 
6. Application of dimensionality 

reduction in Information Retrieval 
 
A very important application of dimensionality 
reduction can be found in Natural Language 
Processing tasks, e.g. information retrieval.  
Let 𝑀 ∈ ℕ, be the number of documents and 
𝑉 ∈ ℕ, be the vocabulary size. Suppose that we 
have a corpus, that is, a set of documents 
𝑇 = �𝒘(1), … ,𝒘(𝑀)�, where each document 
𝒘(𝑑) ∈ 𝑇,𝑑 = 1, … ,𝑀, contains some number of 
words from a set 𝑊 = {𝑤1, … ,𝑤𝑉}. Before 
documents can be processed they undergo  
a preprocessing and resulting elements are called 

terms. However, in this paper, we will use both 
word and term interchangeably.  

A very common approach in document 
modelling is assuming, that words order does not 
matter. The resulting model is called Unigram 
Language Model. This simplification makes text 
processing much simpler and, in many cases, 
works sufficiently well. A different approach is 
to assume, that a particular word depends on 𝑛 
previous words. This is called N-gram Language 
Model. A special case of it is Bigram Language 
Model, in which, each word depends only on  
the previous word.  

When working with Unigrams, the first step 
in text processing is to convert each document  
in a corpus to a vector of numbers, each of 
which represents counts of terms appearing in  
a document. This is called Term Frequency 
matrix (TF). We define it as a function  
 

𝑒: {1, … ,𝑀} × {1, … ,𝑉} → ℕ.  (1) 
 
Each element 𝑒(𝑑, 𝑖),𝑑 = 1, … ,𝑀, 𝑖 = 1, … ,𝑉, 
describes a number of times word 𝑤𝑖 appeared in  
document 𝒘(𝑑). Usually, we do not work 
directly with TF matrix, because some words are 
more important than others, and we want to 
include this knowledge in our model. One of the 
solution, is to use a scaling factor, known as 
Inversed Document Frequency (IDF). The idea 
is, that words that appear in many documents, 
have lower discriminating power, than words 
that appear in fewer documents. 

The simplest classification procedure based 
on TF-IDF matrix, could be implemented  
as follows:  
Learning phase: 
1. Create TF-IDF matrix from labeled data; 
2. Aggregate rows by class. That is, all rows 

pertaining to a single class, are summed  
and divided by number of documents in 
the class. 

The resulting matrix has a number of rows, equal 
to a number of classes. 
Prediction phase: 
1. for each new example, calculate cosine 

similarity between the example and each 
row in aggregated TF-IDF data;  

2. Choose the row with the highest cosine 
similarity. This row uniquely indicates  
the class. 

 
Time complexity of this solution at prediction 
phase is 𝐶 × 𝑀, where 𝐶 is the number of 
classes and 𝑀 is the number of documents  
at prediction phase. However, it can be improved 
by using K-means algorithm and Inverted Index 



Maciej Jankowski, Ensemble methods for improving classification of... 

 20 

approach, that is, calculate cosine similarity only 
between documents that have at least one 
common term. The big advantage of this method 
is, that it scales for large number of classes.  
The disadvantage is, that there are other 
classification models, like Naïve Bayes, that 
achieve similar performance at a lower time 
complexity. 

The problem with TF/TF-IDF 
representation is, that the resulting matrix is very 
wide. It is not uncommon to have hundreds of 
thousands of columns relating to terms extracted 
from corpus. To overcome the issue, a number 
of methods have been devised, to transform this 
matrix to a matrix with much lower number of 
columns. One of the first method is known as 
Latent Semantic Analysis (LSA), proposed in 
[12]. An extension of this method was proposed 
in [1] and is called Probabilistic Latent Semantic 
Analysis (pLSA). Further improvement was 
presented in [14] and is called Latent Dirichlet 
Allocation (LDA). We will describe those 
methods briefly in the subsequent chapters. 

 
7. Latent Semantic Analysis 
 
The first method, that can be used to reduce 
dimensionality of TF/TF-IDF matrix is called 
Latent Semantic Analysis (LSA) and was first 
described in [12]. The idea is, that there are 
hidden concepts in documents that can be used, 
instead of the actual terms. The number of those 
concepts is potentially lower than the number of 
terms. To find the concepts, the original matrix 
𝑋, is factorized into three matrices 𝑈,𝛴 and 𝑉, 
using linear algebra method known as Singular 
Value Decomposition (SVD) 

 
𝑋 = 𝑈Σ𝑉𝑇    (2) 

 
If input matrix 𝑋, contains terms × 

descriptions, then the interpretation of the three 
matrices is that: matrix 𝑈 connects terms to 
concepts, matrix 𝑉 relates descriptions to 
concepts, and matrix Σ gives the strength of each 
of the concepts. Matrix Σ is always diagonal.  

To reduce the dimensionality of data, we set  
the smallest of the singular values of matrix 𝛴  
to 0. Then, we can also eliminate corresponding 
rows of 𝑈 and 𝑉. The graphical representation of 
the reduced matrices is presented in Figure 1. 
 

 
Fig. 1. LSA factorization. Matrix X is factorized into 

three matrices 𝑈,𝛴,𝑉 as in equation (2) 
 

Then, we train a classifier on a train set 𝑈𝛴.  
If 𝑋′, contains a new unlabeled data, that we 
wish to classify, we have to transform it into  
a lower dimensional space. To do that, we 
multiply it by 𝑉. Data 𝑋′𝑉 constitute our test set 
on which, we can perform prediction. 
 
8. Probabilistic Latent Semantic 

Analysis 
 
The LSA method is based on SVD, which is  
a linear algebra method, and does not have  
an easy interpretation in terms of a language 
model. A big improvement in this area is  
a method proposed by Hoffman [1] called 
Probabilistic Latent Semantic Analysis (pLSA). 
It defines a generative model of data.  

In this model, we have 𝐾 ≥ 2, distributions 
over the vocabulary. Each word in a document, 
comes from one of those distributions. The 
distributions are called topics. We are interested 
in answering the question: how many times 
words in document 𝑑, come from first 
distribution, second distribution and so on. 
Ultimately, we want to calculate the probability 
of each topic given the document. For example, 
if we have three topics, the following notation 
(0.1,0.3,0.6) means, that ten percent of words 
come from the first topic, thirty percent come 
from the second topic and sixty percent come 
from the third topic. In other words, each 
document 𝒘(𝑑), can be approximated by a vector 
of real numbers in 𝐾 dimensional space: 
𝛉(𝑑) = �𝜃1

(𝑑), … ,𝜃𝐾
(𝑑)�, where each 𝜃𝑘

(𝑑), is  
a probability of topic 𝑘, appearing in document 
𝑑. Each topic itself is a categorical distribution, 
controlled by parameters 𝜷𝑘 for 𝑘-th topic.  

The analogy to LSA model can be seen 
through the problem of matrix factorization [8]. 
Figure 2, shows PLSA problem as a matrix 
factorization. The equality in the figure does not 
hold and is only demonstrative.   
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Fig. 2. PLSA factorization 

 
9. Latent Dirichlet Allocation 
 
The above algorithm is not perfect in that,  
it provides probabilities 𝛉(𝑑) = �𝜃1

(𝑑), … ,𝜃𝐾
(𝑑)� 

only for observed documents. There is no natural 
way to extend it to unseen documents.  

The first fully Bayesian generative model 
was proposed in [14]. In this approach, both 
parameters 𝜽 and 𝜷 are given Dirichlet prior 
controlled by hyperparameters 𝛼 and 𝜂. This 
gives a greater flexibility because, instead of 
having point estimates of 𝜽 and 𝜷, we allow 
them to vary according to some distributions. 

The choice of Dirichlet distribution is 
dictated by the fact, that parameters 𝜽 and 𝜷 
follow categorical distribution and Dirichlet, is 
conjugate prior to this distribution. Very good 
description of this argument can be found  
in [15]. The generative process, is as follows: 
 
For each topic 𝑘: 
1. Choose 𝜷𝑘 ∼ 𝐷𝑖𝑟(𝜂) 

 
For each document 𝑑 in the corpus: 
2. Choose 𝜽(𝑑) ∼ 𝐷𝑖𝑟(𝛼) 
3. For each index 𝑛 ∈ (1, … ,𝑁𝑑) 

a. Choose a topic 𝑧𝑛 ∼ 𝑀𝑢𝑙𝑡(𝛉(𝑑)) 
b. Choose a word 𝑤𝑛

(𝑑) from 
𝑝(𝑤𝑛

(𝑑)|𝑧𝑛,𝜷𝑧𝑛), a multinomial 
probability conditioned on the topic 𝑧𝑛. 
 

Compared to PLSA, we have two additional set 
of parameters 𝛼 and 𝜂, where:  
𝜽(𝑑) ∼ 𝐷𝑖𝑟(𝛼),𝑑 = 1, … ,𝑀, and  
𝜷𝑘 ∼ 𝐷𝑖𝑟(𝜂),𝑘 = 1, … ,𝐾.  
In the original paper [14], authors add prior only 
for 𝜽 parameter. In [2] authors consider 
symmetric prior for both 𝜽 and 𝜷.  
In [17] author work with asymmetric prior, that 
is, all hyperparameters of Dirichlet distribution 
can have different values. In such a case, it is 
knowledgeable to optimize for hyperparameters 
as well. Widely used method for finding α’s, 

known as Minka’s fixed point iteration, was 
given in [22].  

Unlike in PLSA, finding 𝜽 and 𝜷 in LDA 
model cannot be done using EM algorithm, 
because there is no analytical closed form 
solution for posterior distribution of hidden 
variables 𝑝(𝒁|𝑇) [14], [2]. We can rewrite  
the posterior as  

𝑝(𝒁|𝑇) =  
𝑝(𝑇,𝒁)
∑ 𝑝(𝑇,𝒁)𝒛

 

 
For each word 𝑤𝑛

(𝑑),𝑑 = 1, … ,𝑀, 𝑛 = 1, … ,𝑁𝑑, 
we can assign 𝐾 topics.  In the end, the number 
of topics assignment equals 𝐾𝑁, where 𝑁 is  
the number of words in the corpus. Moreover,  
the sum in the denominator does not factorize. 

The main challenge is therefore, to 
approximate the distribution in an efficient way. 
In the literature, there are at least four methods 
that can be used [21], the main being Variational 
Inference, first used for LDA in [14], and Gibbs 
Sampling. The former simplifies the model by 
making some independence assumption. 
Inference in the resulting model is done by 
optimization. The latter is based on MCMC 
sampling procedures. Although it can be proved, 
that given infinite number of resources,  
the MCMC method arrives at the exact solution,  
in practice, some marginal error is allowed. 

 
10. Estimate topic number 
 
One of the problem with LDA method is, that 
we need to know the number of topics, before 
we start to train the model. This is a standard 
example of model selection. The simplest 
approach is to run estimation for different values 
of 𝐾, and test each model on a validation set. 
Finally choosing the number that gives the best 
performance.  

To be able to compare quality of models, 
we need good evaluation methods. Of course, 
our interest is in classification, therefore,  
the better the classification accuracy, the better 
the model. But, training a classification model 
for each value of 𝐾, may be very time 
consuming. For this reason, we often want to 
evaluate models in an unsupervised way.  

In this work, we have compared four 
methods of finding the best value for 𝐾. First 
method was proposed in [2]. The idea is based 
on maximum likelihood approach, which says, 
that good models give high probabilities to real 
values. Let 𝑇 be a corpus, and 𝐾 be a number of 
topics. We have run LDA for 
𝐾 = 2,5,10,20,50,100,200,300,400,500,1000, 
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and then, for each model, we have calculated 
log𝑃(𝑇|𝐾). The results are shown in Figure 3. 
As we can see, the best topic number is 
somewhere between 100 and 200 topics. 

There is a technical difficulty with this 
approach. We have used implementation of LDA 
that uses Gibbs Sampling to obtain model 
parameters. This method, does not give a direct 
estimation of log-likelihood. The presented 
chart, is based on estimator of log𝑃(𝑇|𝐾)  
as a harmonic mean of log𝑃(𝑇|𝑍,𝐾), where 𝑍 is 
a random vector of topic assignments to words. 
In the literature, we can find at least four other 
methods of evaluating log𝑃(𝑇|𝐾). For good 
review see [24]. 

 
 

Fig. 3. Log-likelihood for different values of 𝐾 (topic 
number) 

 
Another method was proposed in [7]. In this 

work, authors use average cosine similarity 
between topics (distributions over words),  
as a measure of instability of topic structure. 
They argue, that more stable structures,  
can better describe data. Let 𝜷 ∈ (0,1)𝐾 ×𝑉,  
be a matrix of topic densities, that is, 𝑘-th row is 
a distribution over words in 𝑘-th topic. Then, 
average cosine similarity is given by  

 

𝑎𝑣𝑔_𝑠𝑖𝑚(𝛽) =
∑ ∑ cos(𝜷𝑖 ,𝜷𝑗)𝐾

𝑗=1
𝐾
𝑖=1

K × (K − 1)/2
 

where 

cos(𝜷𝑖 ,𝜷𝒋) =
𝜷𝑖 ∙ 𝜷𝑗

‖𝜷𝑖‖2�𝜷𝑗�2
 

 
Similarly, to the previous experiment, we have 
trained LDA model for different values of 𝐾, 
and for each model, we have calculated structure 

stability. The results are presented in Figure 4.  

 
 

Fig. 4. Structure stability for different values of 𝐾 
(topic number) 

 
It is interesting to note, that the method does not 
use validation dataset. Instead, the measure is 
calculated based only on the model parameters.  

In [6], authors propose a measure for 
finding the best 𝐾, that is based on viewing LDA 
as non-negative matrix factorization. Let 
𝑿 ∈ ℝ𝑀×𝑉, be a Document-Word frequency 
matrix. LDA factorizes 𝑿, into matrices 
𝜽 ∈ (0,1)𝑀×𝐾 and 𝜷 ∈ (0,1)𝐾×𝑉. However, 
there is no equality between 𝑿 and 𝜽𝜷, because 
both 𝜽 and 𝜷, are stochastic matrices, therefore 
row normalized. Additionally, there is a vector 
𝐵 = (𝑁1, … ,𝑁𝑀) ∈ ℝ𝑀, which contains lengths 
of documents. 

The following measure introduced in [6], 
can be used to estimate the right value for 𝐾  

 
𝐴(𝛉,𝛃) = 𝐾𝐿(𝐶𝛉|�𝐶𝛃� +  𝐾𝐿(𝐶𝜷||𝐶𝛉), 

where: 
𝐶𝜷 is the distribution of singular values of 
 Topic-Word matrix 𝜷,  
𝐶𝜽 is the distribution obtained by normalizing 
 the vector 𝑩𝜽.  
The minimal value of 𝐴, indicates the best 
number of topics. We have shown the results for 
different values of 𝐾 in Figure 5. 
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Fig. 5. A-measure for different values of 𝐾 (topic 
number) 

 
Yet another technique was proposed in [9].  
Let choose some natural number 𝑛. For trained 
model with 𝐾 topics, 𝜷 is a matrix of its topics. 
For each topic 𝜷𝑘, we define a set 𝑊𝑘

(𝐾), that 
contains 𝑛 words that have highest probabilities 
in this topic. The best number of topics, 
according to [9], can be calculated using  
the following formula 
 

𝐾� = argmax
𝐾

1
𝐾(𝐾 − 1) � 𝐷(𝜷𝑘||𝜷𝑘′)

(𝜷𝑘,𝜷𝑘′)

 

 
where 𝐷(𝜷𝑘||𝜷𝑘′) is Jensen-Shannon 
divergence between two distributions 𝜷𝑘 and 
𝜷𝑘′  defined as 
 

𝐷(𝜷𝑘||𝜷𝑘′)   =  
1
2

� 𝛽𝑘,𝑖 log
𝛽𝑘,𝑖

𝛽𝑘′,𝑖
𝑖∈𝑊𝑘

(𝐾)∩𝑊
𝑘′
(𝐾)

+
1
2

� 𝛽𝑘′,𝑖 log
𝛽𝑘′,𝑖
𝛽𝑘,𝑖

𝑖∈𝑊𝑘
(𝐾)∩𝑊𝑘′

(𝐾)

 

 
Results are shown in Figure 6. 

 
 

Fig. 6. A-measure for different values of 𝐾 (topic 
number). 

 
The first method [2], is based on maximum 
likelihood estimation. It is known, that this 
method tends to overfit. It is caused by the fact, 
that maximum likelihood, will always promote 
more complicated models over simpler ones, 
because models with more parameters, can 
usually better model training data. The problem 
is, that such complicated models, may not 
generalize well to unseen examples.  
This problem is not that severe in our example, 
because we are reducing dimension, which is 
some sort of smoothing.  
 
10.1. Finding topic number using entropy 
of topics 
 
As we can see, there is a great discrepancy 
between the results. We are interested to assess 
the quality of those methods in the context of 
classification. For each topic model, that we 
have used in previous experiments, we have run 
Random Forest algorithm, where instead of 
training on corpus 𝑇, we are training on 𝜽.  
In this approach, we replace each document  
with respective row from matrix 𝜽. 
For each classification model, we report its 
accuracy. Accuracies for different number of 
topics, are presented, together with results from 
previous section in Figure 7. In order to be able 
to compare results, we have normalized them.  
The interesting values are between 0 and 200, 
therefore, we do not include values for topic 
numbers above 200.  
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Fig. 7. Classification accuracy vs. topic number 
estimation 

 
As we can see, none of the method of estimating 
topic number managed to predict, which value of 
𝐾, will work best for Random Forest. 

In previous chapter, we have introduced  
a method proposed in [7], that uses dependency 
between topics as a measure of model power.  
It is interesting to see, whether topics itself, can 
be used to asses predicting capacity of a model. 
For that, we have calculated entropy of each 
topic, to see how focused each topic is. Lower 
values of entropy mean, that distribution is 
concentrated around small number of terms, 
while high values, indicate that the distribution 
is more evenly spread across all terms.  
We expect, that more specific topics, are better 
for prediction tasks. Results are shown in  
Figure 8. 
 

  
Fig. 8. Classification accuracy with average entropy 

 
As we can see, for the chosen dataset, there is 
clear correlation between classification accuracy, 
and average entropy of topics.  
 
10.2. Finding topic number using LSA 
 
Although LSA is a different model than LDA, 
they share some similarities. Training LSA is 
much faster than training LDA. Therefore, we 

are interested, if the best number of topics for 
LSA is also good for LDA. In the experiment, 
LSA was executed for values 
2,7,12,17,22,…,997. As shown in Figure 8, 
initially the error rate was decreasing, finally 
achieving the level of 0.302 for 32 topics. For 
topic number bigger than 32, the error rate is 
only increasing, up to the value of 0.415 for 862 
topics. The comparison of error rate for data 
produced by LSA and LDA is presented  
in Figure 9. 
 

 
 

Fig. 9. Classification performance for different 
number of dimensions of LSA and LDA models 

 
Of course, the results are not the same as for 
LDA, but we can observe that results are very 
similar. 

In cases, where we have fast classification 
model, end training it many time is not  
a problem, but running LDA for many different 
number of topics is prohibitively expensive,  
we can actually train LSA. Then, we train  
a classifier on those LSA models. Based on 
classification performance, we choose the best 
number of topics. 

 
11. Ensemble 
 
In the context of classification, choosing the best 
number of topics, may not be possible using only 
unsupervised methods. To explain the argument, 
we will use similar argument that was presented 
in [25]. If, for example, our task is to classify 
movies as good or bad, we want to find topics 
that are somehow related to sentiments. 
However, if the dominant structure in reviews is 
genre, this is something that may be found.  
In [25], authors propose a method, that includes 
response variable into the model. This variable, 
influences choice of topics. 

There may not be a single best number of 
topics for the entire corpus. The value of 𝐾, that 
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works well for some documents, may not be 
good for others. This idea, was studied in [3], 
where authors built a model based on Dirichlet 
Process. In this model, each document, can have 
a different number of topics. Authors report 
improvements in the modelling ability of this 
new model. We propose another approach, based 
on ensemble of topic models. 

One of the most promising area of research 
in machine learning to improve classification 
accuracy, is building ensemble of classifiers. 
The idea is very well known in ensemble of 
decision trees, e.g. Random Forest, Bagging and 
Boosing (see [20] for reference). In this paper, 
we have created an ensemble of LDA models, 
where each model uses different number of 
topics. The results show a slight improvement in 
classification accuracy, compared to the usage of 
a single model.  

We have used three different strategies for 
merging results from models: majority voting, 
weighted averaging and perplexity based 
chooser, which chooses model with lowest 
perplexity on validation set.  

For the purpose of this chapter, we will 
define a confidence function 𝑆, that for each 
document, returns a vector of confidences, that 
is, values between 0 and 1 that describe how 
confident the model is of each class 

𝑆𝑙:𝑊+  → [0,1]𝐶. 
Each confidence function 𝑆𝑙, defines a classifier 
𝑅𝑙 in the following way 

𝑅𝑙�𝑤(𝑑)� = argmax𝑐∈{1,2,…,𝐶} 𝑆𝑙 �𝑤(𝑑)�𝑐  . 
In the above description, 𝑆𝑙�𝑤(𝑑)� is a vector 
with 𝐶 elements. Subscript 𝑐 in the above 
equation means, that we are taking 𝑐-th element 
from this vector. 
Given a set of confidence functions, 𝑆1, … , 𝑆𝐿, 
ensemble 𝐸: 𝑊+ →  {1, 2, … ,𝐶}, of models is 
defined as a function 𝑓 on those confidence 
functions. For a given document 𝒘(𝑑) ∈ 𝑊+,  

 

𝐸�𝒘(𝑑)� =  𝑓(𝑆1�𝒘(𝑑)�, … , 𝑆𝐿�𝒘(𝑑)�). 
 
The exact behavior of the ensemble depends on 
the function 𝑓. We assume, that each model in 
the ensemble, consists of different number of 
topics. At prediction phase, each model returns 
for each document a confidence. Confidence 
describes, how confident the model is of each 
class. 

We have analyzed three methods of 
building an ensemble: 
1. Majority voting; 
2. Weighted majority voting; 
3. Perplexity driven ensemble. 

11.1. Majority voting 
 
Majority voting for classification is a method, 
that chooses class, that was chosen by most of 
the models. Assume, that that confidence 
function 𝑆𝑙𝑀𝑉 returns one-hot vector, that is, it 
contains only single 1 and all other values are 0. 
Let 𝐹𝑑𝑀𝑉 ∈ {0,1}𝐿×𝐶, be a matrix that contains 
confidence vectors for each confidence function 
𝑆𝑙𝑀𝑉 in an ensemble for a single document 𝑑. 
Row 𝑙 contains confidence row of model 𝑙.  
A single element of this matrix �𝐹𝑑𝑀𝑉�𝑙𝑐 is equal 
to 1 if model 𝑙 chooses class 𝑐 and 0 otherwise. 
Majority voting is defined as 
 

𝐸𝑀𝑉�𝒘(𝑑)� =  argmax
𝑐∈{1,2,…,𝐶}

��𝐹𝑑𝑀𝑉�𝑙𝑐  
𝐿

𝑙=1

 

 
11.2. Weighted majority voting 
 
This ensemble, for each class, sums confidences 
of all models and chooses class, for which this 
aggregate confidence is largest. Formally,  
let 𝑆𝑙𝑊𝑀𝑉 return vector of values between 0  
and 1, and 𝐹𝑑𝑊𝑀𝑉 ∈ (0,1)𝐿×𝐶 be a matrix of 
confidences for 𝐿 confidence functions and  
a single document. Then, �𝐹𝑑𝑊𝑀𝑉�𝑙𝑐 describes 
how confident model 𝑙 is of class 𝑐 (this is a real 
value between 0 and 1). Weighted majority 
voting is defined as 

 

𝐸𝑊𝑀𝑉�𝒘(𝑑)� =  argmax
𝑐∈{1,2,…,𝐶}

��𝐹𝑑𝑊𝑀𝑉�𝑙𝑐 
𝐿

𝑙=1

 

 
The difference between majority voting and 
weighted majority voting is in the confidence 
function. For majority voting it is a sparse vector 
that contains only 0s and 1s, while for weighted 
majority voting it is a dense vector that contains 
values between 0 and 1.  
 
11.3. Perplexity driven ensemble 
 
A very popular quantitative method of 
evaluating language model is perplexity [14].  
Let 𝑝𝑙�𝒘(𝑑)�, be a probability of obtaining  
a document 𝒘𝑑, under the model 𝑀𝑙. Perplexity 
is calculated as 
 

𝑃𝑀𝑙�𝒘
(𝑑)� = 𝑒𝑥𝑝 �−

log𝑝𝑙�𝒘(𝑑)�
𝑁𝑑

� 
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We have used perplexity to improve 
performance of ensemble in the following way. 
For each test document, we have calculated 
perplexity under each model. The model that 
gave the lowest perplexity of the document was 
used for prediction.  

𝐸𝑃𝐸𝑅𝑃(𝒘𝑑) =  𝑀𝑔(𝒘𝑑)(𝒘𝑑), 
where 

𝑔(𝒘𝑑) =  argmin
𝑙∈{1,2,…,𝐿}

𝑃𝑀𝑙�𝒘
(𝑑)� 

This way, we are using only one model for each 
example, but different models across the whole 
test set. 
 
12. Experimental results 
 
In this section, we present results of experiments 
that were carried out on a real-world dataset.  
 
12.1. Mobile Apps dataset 
 
The first dataset contains descriptions of mobile 
applications together with a label that specify 
application class. The example classes are: 
ANDROID_TOOL, APP_LIBRARY, GAME, 
WIDGET, USE_INTERNET, etc. Overall, there 
are 24 classes.  

Mobile Apps dataset contains 1520 train 
and 380 test examples. In the first experiment, 
we have trained 23 LDA models on train dataset. 
Each model used a different number of topics: 
2,5,10,15,20,30,40,50,60,75,80,90,100,110,120,
130,140,150,160,170,180,190,200. Each model 
allows us to create lower dimensional 
representation of our data by estimating 
posterior probability of hidden variables Z.  
The dimension of this representation is equal to 
the number of topics for the model. 

For each of the reduced dataset, we have 
trained random forest model. Then, we checked  
the accuracy of this model for test dataset.  
The results for the best 9 models are presented in 
Table 2. 

 
Tab. 2. Comparison of classification errors of 9 best 

LDA-RF models for Mobile Apps dataset 
 

Number of topics Error 
15 0.3447368 
20 0.3500000 
30 0.3526316 
50 0.3368421 
60 0.3394737 
75 0.3500000 
80 0.3473684 
90 0.3657895 
100 0.3421053 

As we can see, the best result was achieved 
for 50 topics and is equal to 0.336. In the second 
experiment, we have created three ensembles as 
described in section 11. For this purpose, we 
have used 9 models that achieved the best 
accuracy. Results are reported in Table 3. 
 
Tab. 3. Comparison of classification errors of single 

model and ensemble of models 
 

Method Error 
Best single model (50 topics) 0.3368421 
Majority voting 0.3368421 
Weighted majority voting 0.3236842 
Perplexity driven ensemble 0.2971429 

 
As we can see, Majority voting is as good 

as single best model. Weighted majority voting 
slightly outperforms majority voting. Perplexity 
driven ensemble is significantly better than each 
single model, as well as the two other 
ensembles.  

 
12.2. Poliblog dataset 
 
The second dataset, is a collection of 773 (573 
train, 200 test) political blogs available as part of 
the LDA R package [5]. Both datasets were split 
to train and test datasets. Train datasets was used 
for training models. Final accuracy was 
measured on test datasets. As previously, we 
have analyzed dimensionality reduction using 
LDA model. We have obtained error rates 
between 0.285 and 0.325. The eleven best 
models together with number of topics are 
summarized in Table 4. 
 
Tab. 4. Comparison of classification errors of 8 best 

LDA-RF models for Sms Spam dataset 
 

Number of topics Error 
20 0.325 
30 0.325 
40 0.325 
50 0.285 
60 0.300 
75 0.305 
90 0.315 
160 0.315 
170 0.325 
190 0.300 
200 0.325 

 
The best result that can be achieved by 

those models is 0.285. As a next step, we have 
compared results for ensembles as described in 
section 11. Results are presented in Table 5. 
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Tab. 5. Comparison of classification errors of single 
model and ensemble of models 

 
Method Error 
Best single model (50 topics) 0.285 
Majority voting 0.270 
Weighted majority voting 0.265 
Perplexity driven ensemble 0.275 

 
As we can see, ensemble methods achieve 

better results than any single model. It means, 
that even if we are not able to choose the best 
model, we can still train an ensemble of many 
models, and use them all at prediction phase. 
The result, should not be worse than that of  
the best model. 

 
13. Summary 
 
In this work, we have proposed a few methods 
of dealing with an unknown topic number in 
LDA model. In section 10 we have compared  
a few existing methods for estimating topic 
number. We have also proposed a new method 
based on entropy of topics. If the computational 
cost of training LDA models for many topics is 
too high, we have shown, that we can instead 
train many LSA models, and use them to 
roughly estimate best topic number. In section 
11, we have proposed an ensemble approach, in 
which we train many models, each with  
a different number of topics. This let us choose  
a set of topic numbers and avoid manual 
experimentation with different models for  
a single number of topics. We have shown, that 
our approach not only helps to automatize  
the choice of topic number, but it also achieves 
much better results, than any single model. 
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Metody oparte o Ensemble do klasyfikacji danych wygenerowanych przez 

model Latent Dirichlet Allocation 
 

M. JANKOWSKI 
 
Modelowanie tematyczne, jest popularną metodą analizy tekstów. Jednym z najbardziej popularnych 
algorytmów modelowania tematycznego jest LDA (Latent Dirichlet Allocation) [14]. W ostatnim czasie zostało 
zaproponowanych wiele nowych rozszerzeń tego modelu, które pozwalają na przetwarzanie dużych ilości 
danych. Jednym z problemów podczas użycia algorytmu LDA jest to, że liczba tematów musi zostać wybrana 
przed uruchomieniem algorytmu. Ten krok, wymaga wcześniejszej analizy i zaangażowania analityka danych. 
Powstało kilka metod, które pozwalają automatyzować ten krok, ale żadna z nich, nie działa dobrze, gdy LDA 
jest użyte do redukcji wymiarów przed klasyfikacją danych. W tej pracy, proponujemy podejście oparte  
o ensemble wielu modeli. Taki model, unika problemu wybrania jednego, najlepszego modelu LDA. Pokażemy, 
że takie podejście pozwala uzyskać niższy błąd klasyfikacji. Zaproponujemy również, dwie nowe metody 
wyboru liczby tematów, gdy chcemy użyć tylko pojedynczego modelu. 
 
Słowa kluczowe: klasyfikacja, redukcja wymiarów, modelowanie tematyczne. 


