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Abstract. In this paper we use fixed point methods to prove asymptotic stability results of
the zero solution of a class of totally nonlinear neutral differential equations with functional
delay. The study concerns

2 (t) = —a(t)x® (t) + c(t)z’ (t — r(t)) + b(t) 2 (t — r(t)).

The equation has proved very challenging in the theory of Liapunov’s direct method. The
stability results are obtained by means of Krasnoselskii-Burton’s theorem and they improve
on the work of T.A. Burton (see Theorem 4 in [Liapunov functionals, fized points, and
stability by Krasnoselskii’s theorem, Nonlinear Studies 9 (2001), 181-190]) in which he takes
¢ = 0 in the above equation.
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1. INTRODUCTION

Without doubt, Liapunov’s direct method has been, for more than 100 years, the main
tool for investigating the stability properties of a wide variety of ordinary, functional,
partial differential and Volterra integral equations. Nevertheless, the application of
this method to problems of stability in differential and Volterra integral equations with
delay has encountered serious obstacles if the delay is unbounded or if the equation
has unbounded terms (see [2,6-8,10-14,19, 23| and references therein) and it does
seem that other ways need to be investigated. In recent years, several investigators
have tried stability by using a new technique. Particularly, Burton, Furumochi, Zhang
and others began a study in which they noticed that some of these difficulties vanish
or might be overcome by means of fixed point theory (see [1,2,6-17,20,21] and [23]).
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The most striking object is that the fixed point method does not only solve the
problem on stability but has a significant advantage over Liapunov’s direct method.
The conditions of the former are often averages but those of the latter are usually
pointwise (see [2]). While it remains an art to construct a Liapunov’s functional when
it exists, a fixed point method, in one step, yields existence, uniqueness and stability.
All we need, to use the fixed point method, is a complete metric space, a suitable fixed
point theorem and an elementary variation of parameters formula to solve problems
that have frustrated investigators for decades.

Below, we present a study which concerns a totally nonlinear neutral differential
equation with functional delay. In our situation it is necessary to invert the differential
equation to obtain a mapping equation suitable for the fixed point theory. Unfortu-
nately, our equation does not contains a linear term, the variation of parameters
cannot be used. So, we resort to the old method of adding and substracting a linear
term for the mapping.

Our equation is a totally nonlinear neutral differential equation with functional
delay expressed as follows

z'(t) = —a(t)x®(t) + c(t)z'(t — (1)) + b(t)x>(t —r(t)), t>0, (1.1)
with an assumed initial function
x(t) =1(t), t€[mo,0],

with ¢ € C ([mo,0],R), [mo,0] = {u<0| u=1t—r(t), t >0}. Throughout this
paper we assume that a,b € C(R,,R) with a(t) > 0, ¢ € C*'(R,,R) and r €
C? (R4, R) such that

() #1, teR,. (1.2)

Special cases of equation (1.1) have been recently considered and studied under
various conditions and with several methods. Particularly, when ¢ = 0 we obtain the
following delay equation

2’ (t) = —a(t)x®(t) + b(t)x>(t — r(t)), t>0. (1.3)

A stability result which concerns (1.3), when both a and b are bounded, may be found
in [18, p. 117].

In his book [2], Burton has devoted a large space to this challenging equation (1.3)
and has discussed it under a variety of assumptions. He has studied (1.3) using both
techniques, fixed point theory and Liapunov’s. He clarified the difficulties encountered
in studying this problem via liapunov’s direct method if no restrictions are given on
a, b and r. He successfully, demonstrated, by means of a new version of Krasnoseskii
fixed point theorem, developed by him, how to overcome those difficulties. Burton
has been able, in his work, to avoid the derivative 7’ (¢) of the delay which provoke
serious difficulties and proved that the solutions are bounded and converge to zero at
infinity. Such a convergence of solutions has not been seen before the publication of
his paper [6]. More precisely, he established and proved the following theorem (see [6]
or [2], Theorem 2.8.1, p. 196).
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Theorem 1.1 (Burton). Suppose the following conditions are true:

o0

/a(u)du =00, JIb(t)] <a(t) with J>1,

If L =+/3/3 and if v is continuous satisfying

2\/§ \/g
— 4+ —<1L
o+ 22 B

then there exists a solution of (1.3) with |z (¢,0,v)| < L fort >0 and x (t,0,v¢) — 0
as t — oo.

Motivated by the work of Burton we will try, here, to give a study of boundedness
and stability of the zero solution which concerns the neutral type of totally nonlinear
differential equation (1.1).

2. THE INVERSION AND THE FIXED POINT THEOREM
We have to invert (1.1) and during the process an integration by parts will have

to be performed on the neutral term 2’ (¢ — r (¢)). Unfortunately, when doing this,
a derivative r’(t) of the delay will appear on the way and so we have to support it.

Lemma 2.1. Suppose (1.2) holds. z(t) is a solution of equation (1.1) if and only if

a(t) = [w (0) - f&w (—r (0))] e Jo alwduy

) r(t)) - / () (s — r(s)) e~ aldugg o
0

b(s)a® (s —r(s))e” Joa(wdugg 4 /a(s) [aj(s) - (8)] e Ii a(u)dugg
0

_|_
S—

where

() +a(t)elt) (L= r'(H) + e(B)r"(E) (22)
(1 (1))

Proof. Let x(t) be a solution of equation (1.1). Rewrite (1.1) as

p(t) =

o' (t) + a(t)z(t) = a(t)z(t) — a(t)x®(t) + c(t)2'(t — r(t)) + b(t)x>(t — r(t)).
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ja(u)du
Multiply both sides of the above equation by e° and then integrate from 0 to ¢

to obtain

a(t) = (0) e Jo oty

+

o

a(s) [13(5) — J;3 (S)] e~ fst a(u)duds + /C(S)l‘/ (8 _ ’I“(S)) e~ f;‘ a(u)duds+
0 (2.3)

t
+ /b(s)x3 (s —r(s)) eit{a(U)duds.
0

Letting

t t

c(8)z (5 — r(s)) e Js atwdugs — & — ())& (s —r(s)) e~ J= awdu g
O/()( (5) d 0/<1—r'<s>>“ (s)) 2’ (5~ r(s)) ds.

By performing an integration by parts, we obtain
t
! (e — [fa(u)du _
/c(s)z (s—r(s))e ’s ds =
0

— e ) - 2R re) e e 2a)

- /u(s)m (s—r(s))e” Jiatwdugg

0
where p(s) is given by (2.2). Finally, substituting (2.4) in (2.3) ends the proof. O

T.A. Burton studied the theorem of Krasnoselskii and observed (see [3-5] and
[9]) that Krasnoselskii’s result can be more interesting in applications with certain
changes and formulated the Theorem 2.3 below (see [3] for its proof).

Let (M, d) be a metric space and F : M — M. F is said to be a large contraction

if o, € M, with ¢ # ¢ then d(Fy, Fi) < d(p,1) and if for each € > 0 there exists
n < 1 such that

[, € M, d(p,v) > €] = d(Fep, F1) < nd(p,1).

Theorem 2.2 (Burton). Let (M,d) be a complete metric space and F be a large
contraction. Suppose there is an x € M and an p > 0 such that d(z, F"z) < p for all
n > 1. Then F has a unique fixed point in M.

Below we state Krasnoselskii-Burton’s hybrid fixed point theorem which will en-
able us to establish a stability result of the trivial solution of (1.1). For more details
on Krasnoselskii’s captivating theorem we refer to smart [22] or [2].
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Theorem 2.3 (Krasnoselskii-Burton). Let M be a bounded, closed and convex
nonempty subset of a Banach space (S, ||-||). Suppose that A, B map M into M and
that

(i) Az + By € M for all z,y € M,
(ii) A is continuous and AM is contained in a compact subset of M,
(iii) B is a large contraction.

Then there is a z € M with z = Az + Bz.

It is worth mentioning that the third author with H. Deham (see [15,16]) has
proved exitence results of periodic solutions, by means of Theorem 2.3, of equations
very close to (1.1) and (1.3).

Here we manipulate function spaces defined on infinite t-intervals. So, for com-
pactness we need an extension of the Arzela-Ascoli theorem. This extension is taken
from [2, Theorem 1.2.2 p. 20] and is as follows.

Theorem 2.4. Let q : Ry — Ry be a continuous function such that q(t) — 0 as
t — oo. If {on(t)} is an equicontinuous sequence of R™-valued functions on Ry with
lpn(t)] < q(t) for t € Ry, then there is a subsequence that converges uniformly on
Ry to a continuous function ¢(t) with |p(t)] < q(t) for t € Ry, where |-| denotes the
Euclidean norm on R™.

3. STABILITY BY THE KRASNOSELSKII-BURTON’S THEOREM

From the existence theory, which can be found in [18] or [2], we conclude that for
each continuous initial function v : [mg,0] — R, there exists a continuous solution
x (t,0, 1) which satisfies (1.1) on an interval [0, o) for some o > 0 and = (¢,0, ) = (),
t € [mg, 0]. We refer to [2] for the stability definitions.

Let S be the Banach space of bounded continuous functions ¢ : [mg, c0) — R with
the supremum norm ||-||.

To apply Theorem 2.3, we have to construct two mappings, a large contraction
and a compact operator. So, let S be the Banach space of continuous bounded func-
tions with the supremum norm || - ||. Let L = % and define the set

Sy :={ ¢ € S| is Lipschitzian, |p(t)| <L, t € [mg,0),
o(t) = (t) if t € [mo,0] and p(t) - 0ast — oo }.

Clearly, if {¢,} is a sequence of k-Lipschitzian functions converging to some function
p, then

o (1) = @ (V)] <o (u) = @n (W) + [n (W) = on (V)] + lpn (v) =@ (V)] <
<l = @nll +klu—v[+ e —enll-

Consequently, as n — oo, we see that ¢ is k-Lipschitzian. It is clear that Sy is convex,
bounded and complete endowed with ||-|.
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For ¢ € Sy and t > 0, we define the maps A, B and H on Sy, as follows:

t

Ap(t) = %w (t—r@)+ /b(s)gpg (s —r(s)) e s alwdugg
t ’ (3.1)
+ [ u)e (s = ris)e o,
0
Be(t) := [w (0) — 1_6(75))(0)1/) (—r (0))} e Jo alwdu

(3.2)
a(s) [p(s) — ¢3(s)] e~ s alwdugs,

+
o .

and
Ho(t) :== Ap(t) + By (). (3.3)
If we are able to prove that H possesses a fixed point ¢ on the set Sy, then z (,0,) =
(t) for t > 0, 2 (¢,0,9) = ¢ (t) on [mg, 0], = (t,0,1)) satisfies (1.1) when its derivative
exists and z (¢,0,v) — 0 as t — oo.
Let a(t) = % and assume that there are constants k1, ko, k3 > 0 such that for

0<t;: <ts
to
‘/@wmugku@—h, (3.4)
ty
|7’(t2) — T(t1)| S ]€2|t2 — t1‘7 (35)
and
‘Oé(tg) — Oé(t1)| S k‘3|t2 — tl‘. (36)
Suppose that for ¢t > 0,
lu(t)] < da(t), (3.7)
[b(t)| L? < Ba(t),
sup |a(t)| = «, (3.9
t>0
and that
J(a+8+98) <1, (3.10)

where «, 3,6 and J are constants with J > 3.



Stability by Krasnoselskii’s theorem. . . 261

Choose v > 0 small enough such that

—77(0) 3

The chosen v in the relation (3.11) will be used below in Lemma 3.3 to show that if
e =+/3/3 and if ||| < v, then the solutions satisfies |z (t,0,)| < e.
Assume further that

t L 2L
(1 N ’1 c(0) D yefieimn Ty 2 g, (3.11)

t

t—r(t) oo as t— oo and /a(u)du — 00 as t— oo, (3.12)
0

a(t) >0 as t— oo, (3.13)
Z0) —0 as t— oo, (3.14)

a(t)

and b
bt —0 as t— oo (3.15)

a(t)

First we begin with the following example (see [2,6]).

Example 3.1. Let ||-|| be the supremum norm,
M = {<p :R — R| ¢ is continuous, [|¢| < \/3/3} ,

and define (F)(t) := o(t) — ¢3(t). Then F is a large contraction of the set M.

Indeed, for each t € R, we have for ¢, 1) real functions

[(Fo)(t) — (Fy) (1) = [o(t) — @3 (t) = (1) +9°(8)] =
= |e(t) = DO |1 = (L*(t) + @(B)p(t) + ¥*(1))] -
Then for
(1) = ()7 = ©*(8) = 20(B)0 (1) + $7(1) < 23 (1) + ¥7(2)),
and for 2 (t) + ¥2(t) < 1, we have

Thus, F is pointwise a large contraction. But application F' is still a large contraction
for the supremum norm. Let € (0,1) be given and let , ¢ € M with |j¢ — ¢|| > €.
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a) Suppose that for some t we have

e/2 < p(t) —¥(t)].
Then
(£/2)% < lo(t) — p()|* < 2(%(t) + ¥*(1)),
that is
@ (t) + 3(t) > £2/8.
For all such ¢ we have

(Fe)(®) = (POO] < 1o(0) - w0 |1~ 55| <

52
<le-vll|1- 5|

b) Suppose that for some ¢ we have

lo(t) —v(t)] < /2.
Then
[(Fe)(t) — (FY)@)] < [o(t) —v(0)] < (1/2) lo — 2.

Consequently, we obtain

. 1 g?
|Pe - Fyll <mind = 1- 24 o - vl

By a series of steps we will prove the fulfillment of (i), (ii) and (iii) in Theorem 2.3.

Lemma 3.2. Suppose that (3.7)~(3.10) and (3.12) are true. For A defined in (3.1),
if p € Sy, then |Ap(t)| < L/J < L. Moreover, Ap(t) — 0 as t — oo.

Proof. Using the conditions (3.7)—(3.10) and the expression (3.1) of the map A, we
get
¢

a(u)du

®) ds+

40001 < | 0o = r0)| + [ 06 (5= 1o

0

@ =

t

i / I(s)p (s = r(s))| e J= “CMds <
0
t t

< oL+ L/L2 Ib(s)] e Js @(wdugg 4 L/ |u(s)| e~ J< atwdugg <
0 0

¢ ¢
<L {a + /Ba(s)ef Joatwydugg 4 /(50,(5)67 I a(“)duds} <
0

0
<L(a+B+0)<LJJ<L.

So, AS,y is bounded by L as required.
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Let ¢ € Sy be fixed. We will prove that Ap (t) — 0 as t — oo. It is obvious, due
to the conditions t — r(t) — oo as ¢ — oo in (3.12) and (3.9), that the first term in
the right-hand side of A tends to 0 as t — oo, that is,

pt—r®)| <alplt—r(t)—0 as t— oco.

It is left to show that the two remaining integral terms of A go to zero as t — co.
Let € > 0 be given. Find T such that |¢ (t — r(t))| < ¢, for t > T. Then we have

t
/N(S)w (s = r(s)) e J 20T ds) <
0

T t t
t — [ a(u)du
< [Ints)e (s = riople s [ lutsyp (s —r(s)) e fott e <
0 T

T
< Le™ S a(u)du/|u(8)|e— Jr a(u)du g g +€/ lu(s)| e JE a(u)du jg <

< Lée™ Jr alwdu + €6.

The term Le~ Jr alw)du is, as t — oo, arbitrarily small because of (3.12). The remain-
ing integral term in A goes to zero by a similar argument. This ends the proof. [

Lemma 3.3. Let (3.7)~(3.10) and (3.12) hold. For A, B defined in (3.1) and (3.2),
if ¢, € Sy are arbitrary, then

By + A¢| < L.

Moreover, B is a large contraction on Sy with a unique fized point in Sy and
Bp(t) = 0 as t — oo.

23

3 2
Proof. Note first that the condition |z| < g implies {z — | 5 = §L Now,

using the definitions (3.1), (3.2) of A and B and applying (3.7)—(3.10), we obtain

0 t — [a(u)du
|Bop(t) + Ap(t)| < (1 + ‘1—6(7~/)(())D 9] e~ Jo a(u)du+aL+L/|u(S)|e J st
0

t t
2L ¢ ¢
+ 5 /a(s)e_ Joalwdugg 4 / b(s)| L3e™ Jo awdu gy <

0) 2L
C(r’ Dlwlle fatd 4 (a4 B+0) L+ 5 <

3
C(: audu
< < ‘ / D H1/)||e fo (w) .
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So, by choosing the initial function ¥ having small norm, say ||¢| < =, then, from
the above inequality and referring to (3.11), we obtain

c(0 t L 2L
Since 0 € Sy, we have also proved that | By (t)| < L. The proof that By is Lipschitzian
is similar to that of the map Ay below. To see that B is a large contraction on Sy,
with a unique fixed point, we know from Example 3.1 that Fp = ¢ — ¢? is a large
contraction within the integrand. Thus, for the € of the proof of that example, we
have found 7 such that

|Bo(t) = Bo(t)] < [ a(s) [Fip(s) = Fo(s)| e I “(ds <

S— .

t
< n/“(S) lp — ¢l e Js aWdugs <l — ¢].
0

To prove that By(t) — 0 as t — oo we use (3.12) for the first term and for the second
term we argue as above for the map A. O

Lemma 3.4. Suppose (3.7)—(3.10) hold. Then the mapping A is continuous on Sy.
Proof. Let ¢, ¢ € Sy. Then

[Ap(t) — Ad(t)] < {alw(t —r(t) — ¢t —r(t))|+

+ /b(s) (0% (s — r(s)) — 6 (s — r(s))] ¢ L " as|+
+ /M(S) [SD (3 - T(S)) — ¢) (3 — T(S))] e~ fgt a(u)duds } <

t
< allo—oll+3 [ 2210(6) o (5 = 1(s)) = 0 (s = )] 2
. 0
+ H(,O — qb” / ‘,u,(s)|e_ f: a(u)duds <
0

t
<(a+38+06) ool / als)e™ L aingy <
0

< (a+38+0)[le—dll < 3/T) e -2l
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Let € > 0 be arbitrary. Define n = % Then for || — ¢|| <, we obtain

3
1A — Ad < S lle — o] <&

Therefore A is continuous. O

Lemma 3.5. Let (3.4)—(3.9) and (3.13)—(3.15) hold. The function Ay is Lipschitzian
and the operator A maps Sy into a compact subset of Sy .

Proof. Let ¢ € Sy and let 0 < ¢y < ty. Then

|Ap(t2) — Ap(tr)] <

C(tg) C(tl)
< ‘H/(m)‘p(b —r(t2)) — mgp(fl — T(tl))‘ +
+ /M(S)QO (3 — T(S)) e S a(”)duds_

0
t1

— | w(s)p (s —r(s)) e Jet atmdugg (3.16)

+

By hypotheses (3.5)—(3.6), we have

|altz)e (t2 — 7 (t2)) — a(ti)e (b — r(ta))] <
< la(te)] ¢ (b2 = r(t2)) — ¢ (1 — r(t1))[+

+ e (tr = r(t))] |a(tz) — a(t)] < (3.17)
< ak|(tz = t1) = (r(t2) — ()| + Lks [tz — t2] <

< (Oéki + Olkk‘z + Lk‘3) |t2 — t1| y
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where k is the Lipschitz constant of ¢. By hypotheses (3.4) and (3.7), we have

tz tl
L/M$¢®—N$ﬁ_ﬂwwwwyﬂ/wﬁw@—Mﬁﬁfﬁwwwﬂs=
0 0

ty

w(s)p(s—r(s))e” Jo atuydu (e* Jif a(wdu _ 1) ds+
0

ta

+/M®M&ﬂﬁﬂfﬁ“mmﬁ

t1

<

tl t2
< Lfer et ] / da(s)e™ o ot 4 / lu(s)| e S22 atwdugg <
0

ty

to

to to s
— [ a(u)du
SLé/a(s)ds—i—L/e s d /|u(v)|dv <
t1 t1

t1

(3.18)

ta

ta s
< Lé/a(s)ds + L{ e~ Jo? atwdu / lp(v)|dv| +
t1 ty

t1

ta

+/a(s)e_ [t a(u)du/lu(v)|dvd8} <
t1

t1

to

to to
< Ld/a(s)derL/\,u(sﬂds <1+/a(s)e /2 “(“)d“d5> <
t1 t1

t1

tz t2
< Lé/a(s)ds + 2L/ |u(s)| ds <
t1 t1

to to
< Lé/a(s)ds + 2L6/a(s) ds < 3Lokq|ta — t1].
t1 ty
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Similarly, by (3.4) and (3.8), we deduce

tz tl
b(s)¢? (s — r(s)) e~ J:* alwdugs — / b(s)¢® (s — r(s)) e~ Jot adugg| —
0 0

t1
/ b(s)gﬂ<s_r<s>>e*lea<u>du( — Jii? a(w)du 1)d8+
0

to
+ /b(s)go3 (s —r(s))e” [ a(u)du g

t1

<

t1
<L ‘6_ fttlz a(u)du 1‘ /5&(8) _fstl a(u)du +L3/‘b e f 2 a(u)duds <

0
ta

2 - a(u)du
gLﬁtl/a(u)du+L3/e </|b |dv>_

ty
a(u)du/|b(’0)|d1}

to
§L,B/a(u)du+L3{ e )
+/ a“)d"/|b dvds} <

t1

to
< Lﬂ/a(u)du+L3/|b(s)|ds (1 Jr/a(s)e* 2 “(“)d“ds> <

ty

+

t1

<Lﬁ/ du+2L3/|b Y ds <

<Lﬁ/ du—|—2Lﬁ/ S<3L5k‘1|t2—t1|.

Thus, by substituting (3.17)—(3.19) in (3.16), we obtain

[Ap(tz) — Ap(tr)] <
< (Oéki + akks + Lkg) |t2 — t1| + 3L5k1|t2 — t1| + 3Lﬁ]€1|t2 — t1| < (320)
< Kltg — t1],
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for some constant K > 0. This shows that Ay is Lipschitzian if ¢ is and that ASy is
equicontinuous. Next, we notice that for arbitrary ¢ € Sy, we have

4001 < | -0
+ / |u(s)p (s —r(s))|e” N a(u)du o <

0

p(t = T(t))‘ + / |b(s)¢® (5 — r(s))| e I adngsy
0

< La(t) + L3/a(3) [16(s)| Ja(s)] e~ JEa(wdu g,
0

L [ al) (o)l fao)] e s = q(e),
0

because of (3.13)—(3.15) and using a method like the one used for the map A we see
that ¢(t) — 0 as t — co. By Theorem 2.4, we conclude that the set AS, resides in a
compact set. O

Theorem 3.6. Let L = @ Suppose that the conditions (1.2) and (3.4)—(3.15) hold.
If ¢ is a given initial function which is sufficiently small, then there is a solution
z(t,0,v) of (1.1) with |x (¢,0,¢)| <L and x (t,0,¢) = 0 as t — oo.

Proof. From Lemmas 3.2 and 3.5 we deduce that A is bounded by L, Lipschitzian and
A¢(t) — 0 as t — oo. So, A maps Sy into Sy. By Lemmas 3.3 and 3.5 we have, for
arbitrary ¢, ¢ € Sy, B+ A¢ € Sy, since both A¢ and By are Lipschitzian, bounded
by L and By(t) — 0 as ¢ — oo. From Lemmas 3.4 and 3.5, we proved that A is
continuous and ASy, resides in a compact set. Thus, all the conditions of Theorem 2.3
are satisfied. Therefore, there exists a solution of (1.1) with |z (¢,0,%)| < L and
x (t,0,¢) = 0 as t — oo. O

4. STABILITY AND COMPACTNESS

Referring to Burton [2], except for the fixed point method, we know of no other way
proving that solutions of (1.1) (and particularly (1.3)) converge to zero. Nevertheless,
if all we need is stability and not asymptotic stability, then we can avoid conditions
(3.13)—(3.15) and still use Krasnoselskii-Burton’s theorem on a Banach space endowed
with a weighted norm.

Let h : [mg,00) — [1,00) be any strictly increasing and continuous function with
h(mg) = 1, h(s) — o0 as s — oo. Let (S,]-|,) be the Banach space of continuous
© : [mg,00) = R for which

ol == sup [@(t)/h(t)| < oo,
t>mo



Stability by Krasnoselskii’s theorem. . . 269

exists. We continue to use ||-|| as the supremum norm of any ¢ € S, provided ¢ is
bounded. Also, we use ||¢| as the bound of the initial function. Further, we can,
modulo a slight modification, prove that the function Fip = ¢ — ¢ is still a large
contraction with the norm ||, .

Theorem 4.1. If the conditions of Theorem 3.6 hold, except for (3.13)—(3.15), then
the zero solution of (1.1) is stable.

Proof. We prove the stability starting at g = 0. Let ¢ > 0 be given such that
0 < & < /3/3, then for |z| < ¢, we find a v* with |:c — :C3| < ~*, and choose a number
~ such that

v+ (E)T) < (4.1)
In fact, since z — 23 is increasing on ( — §7 ?), we may take v* = ¢ — 3. Thus,

inequality (4.1) allows v > 0. Now, remove the condition () — 0 as ¢t — 0 from Sy,
defined previously and consider the set

My = {p € S|y is Lipschitzian, |p(t)| <e, t € [mg,0)
and (t) = () if t € [mo,0]}.

Define A, B on My, as before by (3.1), (3.2). We easily check that, if ¢ € My, then
|[Ap ()] < &, and B is a large contraction on My. Also, by choosing ||¢| < v and
referring to (4.1), we verify that for ¢, ¢ € My, |Be(t) + Ag(t)| < e and |By(t)| < e.
AM, is equicontinuous set. According to Theorem 4.0.1 in [2], in the space (.5, |-|,) the
set AMy, resides in a compact subset of M,. Moreover, the operator A : My, — My
is continuous. Indeed, for ¢, ¢ € Sy, then

|Ap(t) — Ag(t)|/h(t) <
< (1/h(t)) {04 o (t=r(t) =t —r(t)]+

+ / b(s) [¢° (s — r(s) — ¢ (s — r(s))] e """ ds| +
0

+ /u(s) [p(s—71(s)) —d(s—r(s))]e” [ a(u)du g g } <
0
<alp— ol +3 [ ZIs)lle (s = r(5) = 6 (s = r()| [ (B F w0y
0

* / 1(s)| [ (s = 7(s)) = 6 (s = r(s))] /h(t)e™ I *Mds <
0
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t

<alp—9¢l,+38¢— ¢|h/a(s) [h(s—7(s)) /h(t)] e I: a(u)du g

0
t
+dle— 9, /a (5) [1 (s = r(s)) /h()] e = 0 ds < (3/T) @ — ),
0
The conditions of Theorem 2.3 are satisfied on M, and so there exists a fixed point
which solve (1.1) and lying in M. O
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