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Abstract
3D urban building models play an important role in the association, convergence and integration of economic and social urban 
data. 3D building reconstruction can be done from both the lidar and image-based point clouds, however, the lidar point clouds has 
dominated the research giving the 3D buildings reconstruction from aerial images point clouds less attention. The UAV images can 
be acquired at low cost, the workflow can be automated with minimal technical knowhow limitation. This promotes the necessity to 
understand and question to what extent the 3D buildings from UAV point clouds are complete and correct from data processing to 
parameter settings. This study focuses on proposing a process for building 3D geospatial data for a smart city using geospatial data 
collected by UAV and Terrestrial Laser Scanner. The experimental results have produced 3D geospatial data of high building in LoD3, 
with the root mean square error of the received test points mΔx=3.8 cm, mΔy=3.1 cm, and mΔH=7.5 cm.
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 1.  Introduction
Tree-dimensional geoinformation is data that describes 

geographic features in 3D space with a set of (x; y; z) coordi-
nates [1]. 3D urban building models play an important role in 
the association, convergence and integration of economic and 
social urban data and have been widely used in various fields, 
e.g., smart cities construction, social comprehensive manage-
ment, and emergency decision-making [2]. The amount of 
detail that is captured in a 3D model, both in terms of geom-
etry and attributes, is collectively referred to as the level of 
detail (LOD), indicating how thoroughly a spatial extent has 
been modelled. As a result, the LOD is an essential concept in 
geographical information science (GIS) and 3D city model-
ling [3]. The CityGML 2.0 standard from the Open Geospatial 
Consortium (2012) defines five LODs from LOD0 to LOD4.  
The five LODs have become widely adopted by the stakehold-
ers in the 3D GIS industry and they now also describe the 
grade and the design quality of a 3D city model, especially its 
geometric aspect [1]. 

In recent years, advanced technologies have made it pos-
sible to create precise and detailed 3D models to represent 
buildings as built [4]. Different data acquisition techniques 
are used to create the 3D object modeling, including satellite 
[5], airborne, unmanned aircraft systems (UAS; i.e. drones) 
[6,7], mobile mapping [8,9,10], ground (static), handheld de-
vices [11,12], and crowd sensed [13]. Another viewpoint to 
distinguish acquisition approaches is by the type of the tech-
nology (sensors). These are most prominently: lidar, radar, 
camera (photogrammetry), and total stations [14,15,16]. 

Terrestrial laser scanner (TLS) produces high resolution 
point cloud of the measured object. TLS has been extensively 
used in precise geodetic application (e.g., 17,18,19,20). How-

ever, TLS has limitations in some applications. For example, 
in 3D building model applications, the area covered by the 
TLS is limited by the sensor line of sight. Unmanned aerial 
system is a cost-effective and efficient surveying tool which 
can capture precise images of inaccessible areas. 

Meanwhile, UAV has been widely used in mapping, geosci-
ence and scientific research applications (e.g., 21,22,23,24,25). 
Aerial imageries produce an overall decent 3D city models and 
generally suit to generate 3D model of building roof and some 
non-complex terrain. However, the automatically generated 
3D model, from aerial imageries, generally suffers from the 
lack of accuracy in deriving the 3D model of road under the 
bridges, details under tree canopy, isolated trees, etc…[26].

Moreover, the automatically generated 3D model from 
aerial imageries also suffers from undulated road surfaces, 
non-conforming building shapes, loss of minute details like 
street furniture, etc. in many cases. On the other hand, laser 
scanned data and images taken from mobile vehicle platform 
can produce more detailed 3D road model, street furniture 
model, 3D model of details under bridge, etc. However, laser 
scanned data and images from mobile vehicle are not suit-
able to acquire detailed 3D model of tall buildings, roof tops, 
and so forth [27]. Our proposed approach to integrate multi 
sensor data compensated each other’s weakness and helped to 
create a very detailed 3D model with better accuracy.

In this paper, we have introduced a technique to integrate 
two different data acquisition techniques, including terrestrial 
laser scanner, and unmanned aerial system. This study com-
bines UAV and TLS technologies to collect and process data to 
build a highly detailed 3D model (LoD3) for the high building 
in Ha Long city, Quang Ninh province. The combined use of 
UAV and TLS technologies has proven to be possible to create 
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a highly accurate 3D model, the 1:500 scale of urban areas 
according to current standards. 

2. Methodology
The methodology of this study can be categorized into 

three phases: data acquisition, data processing, result and ac-
curacy assessment.

2.1 Phase 1: Data acquisition
In this phase, data collection was carried out by using the 

UAV and the FARO FOCUS3D X130. First thing that were 
done are recognizing the study area and determining the 
flight line according to the suitable situation. Phantom 4 pro 
V2.0 was used to obtain the aerial images. Meanwhile, FARO 
FOCUS3D X130 was used to collect the ground data.

2.1.1 TLS data collection
FARO FOCUS3D X130 TLS (Fig. 1a) has been used as 

the main scanning system to capture point cloud data from 
different locations in the area of interest. During the field op-
eration, 11 scans have been completed around the building 
in order to capture the details of the building and create a 
good overlap between the scans. (Fig. 1b), FARO FOCUS3D 
X130 has an integrated camera that allows the acquisition of 
the images needed to assign RGB values to every single point 
cloud. Table 1 summarizes the used TLS sensor specifications 
in our study.

2.1.2 UAV image acquisition
The UAS data acquisition has been performed using a 

low-cost DJI Phantom 4 Pro (Fig. 2a) and table 2. In order 

to acquire a complete coverage of the building of interest, 
three flights have been planned and then executed. The first 
flight has been performed using camera oriented in the na-
dir direction with flight height from 50m to 175 m above the 
ground and with overlap greater than 80% and side lap greater 
than 20% (Fig. 2b). In addition, according to the shape of the 
building, two circular flights with an oblique camera config-
uration with a lens axis inclination about – 40 degree have 
been planned and then executed (Fig. 3). The total acquired 
number of images were 875 images.

2.2 Phase 2: Data Processing
In this processing phase, it is divided into 5 parts which 

are stated in Figure 4.

3. Results and accuracy assessment
3.1 The study site

Phat Linh Hotel Ha Long is a 5-star luxury hotel, located 
at A9, Lot 1, Ha Long Marine Boulevard, Ha Long city, Quang 
Ninh Province (Fig.5a). Phat Linh Hotel is a tall as being at 
least 120 meters, continuously habitable building having 25 
floors (Fig.5b).

3.2 Point clouds from TLS
The data collected from FARO FOCUS3D X130 TLS is 

processed using SCENE software. The data went through few 
steps consist of data importing, data registration and data 
cleaning. Coordinates of known points has already inserted 
in the field and eventually georeferencing part can also be 
skipped. Georeferencing is a process that enables to reorient 
the entire dataset to the corresponding coordinates of the tie 

Fig. 1. Data acquisition techniques FARO FOCUS3D X130 TLS (a), and location of TLS station (b)

Tab. 1. Terrestrial laser scanner specification

Fig. 2. Data acquisition techniques DJI Phantom 4 Pro V2.0 (a), and describe the case of taking photos of high buildings (b)
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point constraints measured using a GPS or total station with 
the coordinate from laser scanner. Cleaning process means 
user need to clean the unwanted point clouds collected during 
the scans. For example, trees that being scanned needs to be 
cleaned out from the point cloud. In this study, Autodesk Re-
cap is used in this study to carry out the cleaning. 

The processing TLS data includes steps: 
1. Create project, 
2. Import data of scanning stations (Import), 
3. Process scan stations (Processing), 
4. Merge scan stations and evaluate accuracy (Registration),
5. Create a cloud point cloud (Create point cloud), and 

export point cloud (Export). 

With TLS data, scans are dumped in SCENE software, 
handling PC creation and station pairing. 

The result of the processing is a point cloud as shown in 
Figure 7.

3.3 Point clouds from UAV
UAV image data processed on the software is Agisoft 

Metashape. Software Agisoft uses SfM algorithms include 
steps: 

(1) Identify the above features image through the use of 
a special transformation algorithm multi-scale feature 
(SIFT); 
(2) Matching points featured; 
(3) Orientation in and out of the image;
(4) Creating dense PCs. 

3.4 Integration of point clouds from UAV and TLS
The Iterative Closest Point (ICP) algorithm always con-

verges monotonically to the nearest local minimum of a mean- 

square distance metric, and experience shows that the rate of 
convergence is rapid during the first few iterations. Therefore, 
given an adequate set of initial rotations and translations for a 
particular class of objects with a certain level of “shape com-
plexity,” one can globally minimize the mean-square distance 
metric over all six degrees of freedom by testing each initial 
registration. For example, a given “model” shape and a sensed 
“data” shape that represents a major portion of the model 
shape can be registered in minutes by testing one initial trans-
lation and a relatively small set of rotations to allow for the 
given level of model complexity. 

One important application of this method is to register 
sensed data from unfixtured rigid objects with an ideal geo-
metric model prior to shape inspection. The described meth-
od is also useful for deciding fundamental issues such as the 
congruence (shape equivalence) of different geometric repre-
sentations as well as for estimating the motion between point 
sets where the correspondences are not known. 

To improve the accuracy of the point cloud after merging, 
the ICP method is used. Before concatenation, the UAV and 
TLS point clouds are filtered for noise. Filter noise from point 
clouds to remove points of unimportant objects such as wires, 
trees, etc. or points that were wrong in previous processing. In 
addition, noise filtering also reduces the capacity of the point 
cloud. Because the TLS point cloud has a higher density of 
points and higher accuracy, it is used as the base point cloud 
and the UAV point cloud is the composite point cloud. 

The data concatenation process consists of two steps: 
Coarse Alignment and Fine Alignment. In which, in the 
raw coupling step, it is necessary to select at least 4 duplicate 
points on two points cloud. This can be a focal point, a control 
point, or a sharp feature on two points cloud. At the exact 
match step, the number of points participating in the match-
ing process increases significantly, so the data matching accu-

Tab. 2 Specification of DJI Phantom 4 Pro V2.0

Fig. 3. Settings for UAV flying 
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racy also increased and the processing time will be longer. The 
two steps of point cloud data concatenation are performed on 
Cloudcompare software (Fig. 9).

3.5 Accuracy assessment
The 8 points were used as checkpoints to check the accu-

racy of the integration of point clouds from UAV and TLS. 
The reliability of these dataset was evaluated through the 
value of root mean square error between the coordinates of 
the points on orthophoto generated and the coordinates from 
GPS. The lower the value of RMSE indicates a higher accura-
cy. The value of RMSE is shown in Table 3.

The results of the comparison between the point cloud in-
tegrating UAV and TLS technology with the point cloud built 
from TLS of high building (Fig. 12).

3.5 Building the 3D LoD-3 model for a high building from 
point clouds UAV and TLS on Sketchup Pro 2021 software.

After being satisfied with the integration result obtained, 
the integrated data is utilized to generate a 3D model as a final 
product of this study. Sketch Up software is used to build the 
3D model of high building. Figure 13b shows the 3D model 
of high building as a final product of integration points cloud 
process.

Line drawings are generated from the mesh of points by 
using the point cloud as the basis from which geometric fea-
tures are traced, and elevations at 1:500 scale (Fig. 13c)

4. Conclusion
The main purpose of integration was to produce a com-

plete 3D LoD3 model of high building through the generation 
of point clouds. The integration was facilitated by the fact that 
the two points cloud are in the same coordinate system. In 
this study, the use of FARO FOCUS3D X130 TLS also facili-
tate in data acquisition and processing since it has the geodet-
ic positioning advantages. Due to that, the point cloud gener-
ated from the laser scanner can be directly imported into the 
software for integration purposes.

Our work consisted in the evaluation of the 3D LoD3 
Model of high building and the extraction of structur-
al elements from point clouds from two technologies, 
namely: drone photogrammetry and terrestrial laser scan-
ning, as well as the evaluation of the contribution of their  
integration. 

The integration of the two sets of point clouds improves 
the completeness of the coverage, which allows the modeling 
of the complex objects of this high building. If drone oblique 
images are not available, we can use the TLS to capture the 

Fig. 4. Flowchart in data processing phase

Fig. 5. The study site 

Fig. 6. How TLS work|
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Fig. 7. Point clouds from TLS data

Fig. 8. Point clouds from UAV images

Fig. 9. Flow chart of the ICP methodology

Fig. 11. Distribution of image control points and checkpoints for high building

Fig. 10. High building's TLS point cloud after noise filtering (a), High building's UAV point cloud after noise filtering (b), High building's UAV and 
TLS point cloud after precision matching (c)
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facades and the drone nadir images for the roof and integrate 
them to have full coverage on the building.
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Tab. 3. Results of assessing the accuracy of point clouds from UAVs and TLS high buildings

Fig. 12. Histogram of the distance between two point clouds from UAV and TLS and point cloud TLS

Fig. 13. The 3D LoD-3 model for a high building from point clouds UAV and TLS on Sketchup Pro 2021 software
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