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Abstract

The paper presents a novel approach to system di@piéity problem. The analysed systems and netweorks
characterised by different sets of features - arsidered as a union of all their resources esdefoti the

predicted tasks realisation. The system depentiatslid

iscussed with respect to the occurrence@tients

and treats that may cause to damage the systemrcesoand - in consequence - to the collapse of the
executed tasks. The maintenance policy systemsiscban two main concepts: detection of unfriendiyngs
and system responses to them. The proposed an@ysialised from the user’s point of view, focugion

functional features described by business seragagab

1. Introduction

The contemporary systems are created as very
sophisticated products of human idea characterized
by the complex structure. On the other hand the
systems combine two types of resources: technical
(engineering stuff) and information (algorithms,

processes and management procedures).
systems are human-controlled and computer-aided
devices. The reliability parameters of the system

resources are very screwed-up — so the analysis (we

can also say: synthesis) of contemporary systems
needs adequate models and calculation methods
[20], [21].

During more than 60 years the reliability theoryswa
altered from the reliability of single and sepadate
objects (elements) considered only two states
("efficient work", failure) to the contemporary
dependability of systems or even the dependability
of service nets. The indicated development of the
reliability theory is the consequence of expanding
the event sets taken in the consideration for the
reliability models. The present system dependabilit
theory considers not only classical reliable events
(failures or repairs) but tries to combine all tyud

the faults generated by the system resources
(hardware, algorithms, human-factor) and the
environmental features which may disturb the
operable state (attacks — for example). The main
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le in the system.

goal of the reliability analysis and the measures
calculation is to convert the discussion focused on
the reliability function of elements (or structures
created by the element sets) into the task
performance or efficiency estimation. The tasks are
realised according to the system services [2], [3].
The paper presents our (W. Zamojski and his
scientific staff) point of view on the system
reliability description. We call the approach as th
functional-reliability models. The computer systems
analysis is the root for our elaboration but we
believe it is useful for modelling of the wider
spectrum of systems which realise tasks based on
fully or partially available resources. We think
about a discrete transport system or power
management systems for example. Models of the
real contemporary systems are complicated — a lot
of the different events described by the different
distribution functions. We propose to use non-
classic solution for the necessary reliability
measures evaluation based on the Monte-Carlo
simulation technique [19], [20], [21], [22], [23].
This way we are able to relax very strict
assumptions about the kind of distribution
previously fixed by the Markov model approach.
The functional-reliability models should be — be&for
the start of the simulation process — automatically
translated into a computer program. The special
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languages and computer tools for such task are S :<H,SP,J,M,MS, ES> 1)
known and available [12], [30], [31], [32].

The computer and software equipment allows A technological resource is considered as a set of
making the reliability theory more sophisticated. hardware resources (devices and communication
The simulation technique is the real chance to channels) which are described by sets of their
operate with large systems — where the number of technological, reliability and  maintenance
elements is Significant. The elements can be parameters_ The information resources are
described by different sets of features. We can ynderstood in the same way.

observe — in parallel — large number of events in The human-factor's functions are understood little
quite long time-periods. This way we can collect pijt different: she or he can be finding as: a syste
data sets to very detailed presentation of thGEByst operator, a service person, a system manager
life. Based on the data we are able to elaborae th (administrator) etc. [33], [34]

formal theoretical approach of the system The system management allocates the resources to
dependability [26], [27], [29] the task realisation, checks the efficient stafdbe®

In the section 2 the essential properties of the system, performs the suitable actions to locate
contemporary systems are presented. The reliability faults, attacks or viruses and to minimise their
and dependability models of the system and their negative effects. In many situations the syster sta
usefulness for the analysis are discussed in thie ne and the management system have to cooperate in

sections. looking for adequate decisions (for instance tatfig
with a heavy attack or when a new virus is
2. Systems disclosed).
The system events corresponds to: tasks realisation
2.1. A system and its tasks occurrence of incidents (faults, viruses, attacks)

system reactions to them (technological and
information renewals).

The interactions of these components are expressed
as task configurationS,(j). Each active task in the
system has its own configuration, i.e.

The problems of the contemporary systems
reliability certainly need to be extended to cother
envisaged fact that the main object (system) of its
studies is a tightly connected complex of hardware
resources, information resources (algorithms and
procedures of operations and system management) _ _ _ _ _
and human-factor (managers, administrators and S (1) =(H(i).Ss(i).S, ())); 03, (2)
users). The studied systems realize complex

functions and are capable of substituting tasks on where:

detecting faults (functional redundancy). The H(j) — the subset of technological components used

systems operate in a changing environment, often in processing the tagk
antagonistic to them, that may even be modified by S4j) — the subset of information elements,
the studied systems. Su(j)— the subset of human users/operators.

It can be distinguished three main elements of any

system: users, services (functionalities) and Task configurations changes when the tasks are
technological resources. Users generate tasks whichbeing processed. The changes are determined by the
are being realised by the system. The task to be software management, reacting with the system
realised requires some services (functionalities) users. Some changes may be the result of detecting
available in the system. A realisation of the ssgvi  system faults and reacting to them. This is called
needs a defined set of technical resources. Irs@ ca system reconfiguration [24], [30]

when any resource component of this set is in a The subsets of resources used by the tasks do not
state "out of order" or "busy", the task may wait need to be disjoint. A resource that can be alémtat
untii a moment when the resource component to more than one configuration at the same time is
returns to a state "available" or the service nmgy t called sharable, whereas one that cannot is non-
to create other configuration based on available sharable. Some resources, for example the central
technical resources [1], [2], [3]. processors in computer systems, are “time-
The systemS is a configuration of technological sharable”. This is a technique that allows shaahg
resources (hardwareH, information resources resources that are essentially non-sharable, by ver
(software) SP, human-factor M, management  fast switching of the allocation in time [12], [13]
system (operating systen)S tasks (functions)y

and system event:
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2.2. Incidents In general, the system responses incorporate the

Th N incident b lassified following procedures:
€ system incidents may De classilied ~as . gataction of incidents and identification of
unintentional damages generated by faults of the them

hard\f[vare_:, S(zjftwta:]e or_hun;lr?n-_fafctor atr_ld intentional isolation of damaged resources (hardware and
events aimed at harming the information resources software) in order to limit proliferation of
and system processes. Very often incident is dtresu o

f 2 broadcast attack that | ¢ add d teed incident consequences,

0 ?t r%a cast a af]. at IS ITOI ?h resse tex] ' renewal of damaged processes and resources.
ent| y (ke\gc?,tmac” In€, truck, 1a e,t'tc.ompu et an  Relations among the incidents and the reactions of
network) but to a anonymous. entities (sys €MS, the system are shown in tRegurel.

computers or networks). This kind of attack is
called virus. An incident may be "insignificant" if [ —— """ """ """ T T 1
its consequences are easily removed from the: Faults SYSTEM THREATS
system. Sometimes an incident may have a more |
|
|
|

serious impact on the system behaviour: it may | Hard || Soft || Man | | Attacks & Viruses

escalate to a security incident, a crisis or a \ __|___|___[________~—© ________
catastrophe. e
v v v MAINTENANCE

If a fault appears during the task execution then t

. A N Monitoring & Diagnostics
system — based on the decision of its managing | | POLICY
system and/or its operators — starts the renewal !

: : Information renewal
processes. Time of the technological renewal

added to the nominal time of the task so a rea tim
of the task duration is longeFigure 1). The real
duration time of the executed tasks depends on kind
of faults; hardware failures need both renewals; ----———————"-——"—"—">">">">">">"">"---———
technological and information but removing of
consequences of human errors or software ones is
very often limited only to the information renewal
process [2], [3], [9], [26].

|
: |
I I
| |
| |
I Hardware :
activities and the time of informational renewals a | renewal [T |
| |
| |
| |
' |

Figure 1.Threats and system reactions [32]

3. Reliability models and evaluation methods

2.3. Maintenance policy When we are looking at reliability history we may
point out a few development reliability stages
(classes) spread from the classical reliabilityttié
contemporary dependability. Reliability
development stages are defined based on the
considered faults and the renewal processes which
are leaded to the adequate mathematical models and
the calculation methods.

'The basic principle of reliability stage is the
generalisation of the definition of system (object)
operability: the system is regarded as operatidnal

The modern systems are equipped with suitable
measures, which minimise the negative effects of
these inefficiencies (a check-diagnostic complex,
fault recovery, information renewal, time and

hardware redundancy, reconfiguration or graceful
degradation, restart etc).

The special services resources (service persons
different redundancy devices, etc.) supported by so
called maintenance policies (procedures of the

service resources using in purpose to minimise ;g capable to realise the required tasks in the

negative consequences of faults that are preparedrequired time period under given environmental
before or created ad hoc by the system manager) are.onditions
build in every real system [.2]' [3], [24], [26]. . The system tasks are defined at the different ¢evel
The maintenance policy is based on two main

ts detecti ¢ unfriend X d svst from being in an efficient state till a functiorokjs,
concepts: detection ot uniriendly events and system works) sequence realised on chosen base of the
responses to them.

. . . system resources with assumed performance and
Detection mechanisms should ensure detection of

incidents based on observation of a combination of time parameters.
incide vatl Inat As follows from this generalised definition, some
seemingly unrelated events, or on an abnormal

behaviour of the system. failures of the equipment may cause degradation of

R id ¢ K f i system efficiency such that it is still operatignal
€Sponse provides a ramework  for —counter- being capable of fulfilling its tasks in the recpdr
measure initiatives to respond in a quick and

: L time.
appropriate way to detected incidents.
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3.1. Probability models — unrenewal systems
— “to be or not to be”

The classical reliability theory considers non-
repaired objects (elements) that have only two
states: efficient work and broken. The first state
means that an element realises its duties (ise'gliv

and in the second case a failure has occurred and

the element is broken (is "dead"). The system is
considered as a set of elements which creates
structures (serial, parallel, mixed serial-parallel
out of n, etc.). The structures work only in two
states: efficient and broken again.

This kind of mathematical reliability models (cale
classical reliability models) is very popular among

engineers and mathematicians. The classical models

are basis for evaluation such reliability measa®s
probability of efficient work R(t) — reliability
function) or mean time to first failurédATTFF) for
different failure rate functions. The functionsesft
are difficult to compute explicitly, so upper and
lower bounds are estimated [9], [1[84]
Unfortunately, usefulness of the classical modgls i
limited in practice of the contemporary systems.
The real systems are frequently build of renewal
elements which can operate in the environment that
“produce” malfunctions or attacks and very often
system reliability analyses are not only limited to
reliability parameters.

3.2. Markov models — renewal systems
The next step in reliability development is
connected with the mathematical renewal theory.
Because majority of the real elements and systems
is repaired so we are especially interested in two
reliability problems: if the system is able to eiféint
work in fixed future moment or period and how
long time-period is lost for the system renewale Th
efficient working time depends on the distribution
functions of the time to failure for each elememd a
the whole system; "a system reliability structure”
has also the significant influence. The system
renewal time depends on the organisation of
maintenance described by such parameters as
distribution functions of renewal time, a number of
servicepersons and its relation with a number of
resources that may be broken and must be renewal
(maintenance person problem), redundancy, etc.
The renewal systems are modelled astate -
Transitionsdirected graphs (it is callesiT-graphor
ST-modél The system events (failures, renewals)

are represented by transitions (arcs) connected to2

the states defined based on the system reliable
properties. It is assumed th&T-graphtransitions
model allows following the single event at the
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moment. Itmeans that at single moment only one
element is broken or renewal.

The ST-graphsare very usefully tools for graphical
modelling and analysing life of the renewal
systems, especially for small systems (with a small
number of states). When the number of states
increases then the construction of the graph is
complicated.

States of th&T-graphare dividing into three sets: a
set of efficient working states (all system funngo
are correctly executed), full unreliable states (no
functions are correct realised) and states of glarti
efficient working.

When time distribution functions of failures and
repairs are exponential (or are described by a sum
of the exponential distribution functions) then the
ST-graphis considered as the Markov process (or
the Semi-Markov process) and then it is easy
(Chapman - Kolmogorov equations) to calculate
probability that the system will be in each separat
states and next to find needed reliability measures
Of course assumptions about exponential
distribution functions are very hard and to far of
real life.

The ST-modelis the most popular and useful
methodology used for the modelling of systems.
The ST-modelsare used in reliability measure
evaluation also based on the Monte Carlo
simulations.

If we try to ascribe the classical Markov model to
the real life observations we can point the follogyi
matters:

1. The elements are characterised by more than two
states: dead or alive. Their live can be find as
more “exciting” — so the Markov model offers
insufficient and trivial state description.

The reliability structure of the system is very
sophisticated and complicated. The Markov
model does not give the real chance to describe
it.

The elements and the whole system can be
discussed as more or less efficient — so the
“reliable situation” is not bi-level. We can
introduce the function of efficiency. Barlow-
Prosnan presents the example of military radar
system [20].

In general — we can conclude:

1. The Markov processes use very strict
assumptions (only exponential distributions or
approximations by a sum of expo distributions)
—itis hard to reconcile them in practice.

The engineering point of view cannot agree with
the Markov modelling approach.

2.

3.
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3.3. Performability models — functional and safety(absence of catastrophic consequences on the
reliability properties of systems users and the environmerggcurity (availability of

_ . _ _ the system only for authorized users),
The basic principle of this class of models is the ¢qndgentiality (absence of unauthorized disclosure
generalisation of the definition of system ot information), integrity (absence of improper
operability: the system is found as operational if gy giem state alterations) amaintainability (ability

s capable to realise the required tasks in the {5 ndergo repairs and modifications) [1], [2],.[3]
required time period satisfying given environmental | jqars of the system realise some tasks usingoit — f

conditions. It means some failures of the equipment example: send a parcel in the transport system or

may cause degradation of system efficiency, but it 5 ficket in the internet ticket office. It is
is still operational and able to fulfil its tasks the assumed that the main goal, taken into

required time-period. consideration during design and operation, is to
A functional — reliability model for a systém i the user requirements. We can easy find some

engineering_ problems_ i_s a structured representation quantitative and qualitative parameters of uséestas
of the functions, activities or processes, and &sven [11], [26].

generated inside of the considered system and/or by system functionalities (services) and the

its surroundings. The system events are dividem int o chnical resources are engaged for task realisatio

two main classes: functional events and reliable Each task needs a fixed list of services which are
(including maintenance) events. The practice finds processed based on the system technological

the classification very often difficult to introdeic infrastructure or the part o it. The different sees

because of a system reaction for an event involving 1,5y e realised using the same technical resources
?Il'hIOt ]?f fungtlobnal or/and maintenance reaé:tions. and the same services may be realised involving
erefore, it Is better to create one common @ass  jjttarent sets of the technical resources. It syda

functional—reliable events, so calleerformability —,nqerstand that the different values of performance
events [8]. This way considered model of systems is gnq reliability parameters are taking into account.

calledperformabilitymodel orfunctional-reliability The last statement is essential when tasks are
model [16], [26]. S realised in the real system surrounded by unfriendl
If the functional-reliability model is built as the o ironment that may be a source of threads and

ST-model — the set of the system states iS gyen intentional attacks. Moreover, the real system
determined by the states of all resources invoiwed 4.6 puild of unreliable software and hardware

tasks realised at the moment. The system résourcecomnponents as well.

allocations are dynamic, modified due t0 the Therefore, it should take into consideration
incoming tasks, occurring incidents and system following aspects:

reactions (especially reconfiguration). If we think . gnecification of the user requirements described
about the discrete transport systems we can decide by task demands

for the number of vehicles operated for single task , ¢ nctional and performance properties of the
we can reconfigure the routes or we can combine system and theirs components

the vehicles to operate for more than single tsk. , rgjiaple properties of the system technological
is possible because the commodities are addressed yfrastructure that means reliable properties of

[27]. the system structure and its components

- ) . considered as a source of failures and faults
3.4.. Dependability models - systems in active which influence the task processing,
environments « process of faults management,

The dependability of the system can be defined as * threads in the system environment,

the ability to execute the functions (tasks, jobs) * Mmeasures and methods which are planned or
correctly, in the anticipated time, in the assumed build-in to eliminate or reduce the faults, failsire
work conditions, and in the presence of threats, and attacks consequences, _ _
technological resources failures, information ° @Pplied maintenance policies (together with their
resources and human faults (mainly malfunctions)  COStS) in the considered system.

21, 13l. It is hard to predict all incidents in the system,

The concurrent systems are very often considered €SPecially it is not possible to envision all posi
as a large network, for example: information, attacks, so system reactions are very often

transport or electricity distribution systems. "improvised” by the system, by the administrator
The system dependability can be described by such staff or even by expert panels specially created to

attributes  asavailability (readiness for correct fIind & solution for the existing situation. The ém
service), reliability (continuity of correct service), ~needed for the renewal, depends on the incident tha
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has occurred, the system resources that are deailab simulation tools, for example modifie8SF Net
and the renewal policy that is applied. The renewal simulator [21], [22]. Still it is difficult to findthe
policy should be formulated on the basis of the computer tools which are combination of model
required levels of system dependability (and safety languages and Monte Carlo simulators [19], [22],
and on the economic conditions (first of all, thetc [23].

of downtime and lost processing/computations)

[11]. 4. Dependability models as a services net

models
3.5. Simulation models

The complexity of the concurrent systems 4-1. Proposed model discussion
necessitates the construction of new classes of thea services networks a system of business services

mathematical models. The progress in the computer that are necessary for user (clients) tasks reialisa
engineering has made it feasible to avoid many of process. The services net are built based on the
the traditional simplifying assumptions, e.g. itnis technical infrastructure téchnological resourcés
longer necessary to make the basic Markov and thetechnological servicesvhich are involved
assumptions that events are single, independent andnto a task realisation process according to
with no memory. The computer simulation makes it decisions of a management system. The task
possible to consider system events with any realisation process may include many sequences of
distributions and with various dependencies among services, functions and operations which are using
the streams of events (stochastic processes) [21],assignment network resources. In the computer
[22]. science this process of assignments and realisation
Taking this into consideration, it is necessary to steps is called ashoreography

develop methods and meta-languages to model theThe dependability model of a services network has
systems, characterised by the multiple concurrent to consider specificity of the network: nodes and
processes with interdependencies. Perhaps this maycommunication channels, the ability of dynamic

be achieved by Comblnlng tI®r-modelswvith Petri Changes of network traffic (routing) and

nets and descriptive languages (e.g. UMLZ], reconfiguration, and all other tasks realised kg th
[33]. Set theory models might be used to define the network [29].

components of the modelled systems. We can find more general definition of the system

It is also necessary to produce software capable of (1) introducing the idea of the net of servicessIt
analysing the simulation models, automatically described at the upper level of abstraction: the
choosing the methods and tools needed to performsingle service corresponds to the sequence of tasks
full simulation testing. and jobs realised using the net resources.

As a consequence, a system is considered as arhe service net could be defined as a quintuple:
dynamic structure with many streams of events

generated by realised tasks, used services and SNet= <J BS TR MS C> 3)
resources, applied maintenance policies, manager ’ ’
decisions etc. Some network events are independent )
but other can be find as direct consequences of where: .
previously history of the network life. Generally, J -a se'g of tasks generated by users and realised
event streams created by a real network are afmnix o by the service netwo_rk, . . .
deterministic and stochastic streams which are BS — a set of services which are available in the
strongly tied together by network choreography. considered netwprk, .

Modelling of this kind of systems is a hard problem TR. N techno_loglcal mfrastruc_ture of the network
for system designers, constructors and maintenanceWh'Ch. consists  of tec_hnlc_al _resources —as
organisers, as well as for mathematicians. It is machines/servers, communication links etc,

worth to point out some achievements in the MS — management system (for example -
computer science area such as Service Orienteg®Perating system), : ,

Architecture [3], [6, [25] or Business Oriented — a network chronicle, defined by a set of all

Architecture [25], 34], and a lot of languages for _(T_?]sentlall]?)ﬁqmenés n a“Icllfe” of the network.f :
network description on a system choreography '€ taskJ?is understood as a sequence of actions

level, for example WS-CDL or a technical and jobs performed by services network in a

infrastructure level, for exampBDL [7], [12]. The purpose to obtain desirable results in accordance
approach seems to be useful for ,analysis of g With initially predefined time schedule and data

network from the designer point of view. The results.
description languages are supported by the
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The term service is understood as a discretely configuration then the service management process
defined set of contiguously cooperating is started again and other task configuration may b
autonomous business or technical functionalities. appointed. These two decision processes are
Of course, a special mechanism to enable an accessvorking in a loop which is started up as a reaction
to one or more businesses and functionalities shoul on network events and accidences
be implemented in the system. The access is [2], [3], [29]

provided by a prescribed interface and is monitored At the beginning of a task realisation proceduee th
and controlled according to constraints and pdlicie taskJn® is mapped into the network services and a
as specified by the service description. subset of serviceBS" necessary for the task
Because the services have to cooperate with otherrealisation according to its postulated paramagers
services than protocols and interfaces between createdJy” — BS®, s=1, 2, ... . Next, a demand
services and/or individual activities are crucial of technical resources for each service realisation
problems which have a big impact on the fixed:BS" - R, n=1, 2, ... In a real services
definitions of the services and on processes of the network the same task is often realised using the

execut_ion. _ various service subsets and the same service may
A service may be realised based on a few separatedinvolved different technical resources.

sets of functionalities with different costs whiate Of course, this possible diversity of task realmat
the consequences of using different network is connected with the flowchart&d® and the

resources. ' availability of network resources are checking for
The management system of services network each service.

allocates the services and network resources toThis way a few task configurations service
realised tasks, checks the efficient states of the configurations, additionally described by
services network, performs suitable actions to appropriately defined cost parameters, may be fund
locate faults, attacks or viruses and minimises the for thei-th task realisation.

negative effects.

Generally the management system has two main 4.2, Safety aspects discussion

functionalities:

«  monitoring of network states and controlling of The safety problems related to the computer driven

services and resources, systterrlmstﬁomt.)lrlle t?e se': of meants to O(Iastnma;[]e andI to
e creating and implementing maintenance control the sk of systems, nets, data channels

policies which ought to be adequate network usage in case of integrity, availability and

reactions on concrete events/accidents. In confidentiality of the WOI’k.. )
many critical situations a team of persons and There are a lot of international standards to dlescr

the management system have to cooperate inthe safety o_f the computer drive_n systems. First of
looking for adequate counter-measures, for all we can find the Common Criteria methodology

instance in case of aheavy attack or a new [4] included into ISO/IEC 15408or the huge
virus programs Cybersecurity for Critical Infrastructure

The task realisation process is supported by two- Protection in the USA [17], [18]. The European

level decision procedures connected with selection tUnltohn 3'50 p(;ortr;'?:es Sc'l;m'f'; Sléllt_)rcl)lr:atlloorr_s close
and allocation of the network functionalities and 0 "€ dependability problems: olicy-

technical resources. There are two levels of datisi based Security Tools and Framewot§T-2002-

process: the services management and the resourc 02319, IRRIIS Integrated Risk Reduction of

- ‘o . Information-based Infrastructure System$ST(-
management. The first level of decision procedsire i n -
focused on suitable services selection and a task2004'02756)3 DESEREC Dependability an

configuration. The functional and the performance Security by Enhanced Reconfigurabilits{ -2004-

: . ~026600, ITEA-ENERGY Empowered Network
task demands are based on suitable SerVICeSManagementm'EA04024[5, 28],

choosing from all possible network services. The The d dability in th " d i
goal of the second level of the decision process is € dependabiiity In th€ contemporary world IS
K very close to the SOA — Service Oriented

find needed components of the networ : . .
infrastructure for each service execution and the f\/lrchltecturest, thc(f t?]gglA_ SSer'wceC Orlentedt
next to allocate them based on their availability t anagement, an — _Sefvice Lomponen

f Architecture, approaches. The problems of the

the service configuration. If any component o . hooSi dq th ; i
technical infrastructure is not ready to suppod th SErvice choosing an € service management are
the main goal of these technologies. One of the

service configuration then the allocation procekss o : L L )
g P available SOA definitions says that it is a solution

network infrastructure is repeated. If the ; histicated busi ds at
management system could not create the service or a sophisticated DUSINESS process spreads at non
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trivial space of heterogenic systems having differe

No. N N509 496238, (years: 2010-2013) from the

owners. TheSOA approach is realised using Web Polish Ministry of Science and Higher Education.

Services:SOAR WSDL, UDDI standards [6], [8],
[25]

The functional and dependability models are

created as operations in the sets of: tasks (ready
be realised and already realised), devices, saftwar

management (including human operators and
owners), time described by a chronicle. The

functional configuration of the system is the sats

means necessary to the task realisation. The
resources are allocated dynamically and are driven
by the set of new tasks and the stream of failures.
The system reaction — the proper maintenance
approach according to the actual functional and
reliability situation generates very sophisticated
models. It is rather easy to describe them using

high-level languages da$ML for example. But it is

still unsolved problem how to translate the verbal [4]
described model into set of business services an
know, ready-to-use languages dedicated to system

and hardware description 8L andWCSDL The

problem of the automatic — made by computer —

translation of the functional and dependability

model into service and hardware level is necessary,

if we try to verify and analyse real systems which

operate with business services [14], [15]. The
problem is more sophisticated if we introduce the
means to improve the safety level and the required
maintenance politics. The problem seems to be
crucial for computer networks, banking, and general

e-business solutions [29].

5. Conclusion

The paper discusses different aspects of the
functional — dependability model of the system and11]
service networks. The formal model consists of a
quintuple of proper sets of elements. Of course
there are a lot problems described by a big number
of services and technical resources that are mapp¢tl]
to the many concurrent realised tasks. A lot of
possible maintenance politics, which can be find as
network reactions on hypothetic or real faults and
threats, complicate the proposed models, especially

if costs of maintenance rules are considered.
consequences  of

Additional problems are
possibilities to realise the task based on theidfit

services and resources, which means — variod3]
costs. In general we can say that dependability
models analysis drive our approach to the safety

matters of the system.
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