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multiplicative noise reduction
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NON-LOCAL MEAN-SHIFT FILTER FOR THE
REDUCTION OF MULTIPLICATIVE NOISE IN

DIGITAL IMAGES

In this paper a new method for the reduction of multiplicative noise in digital images is described.
The proposed algorithm is a modification of the Mean-Shift (MS) filter which is based on the concept
of the Non-Local Means (NLM) denoising. The proposed algorithm does not focus on single pixels
only, as in the case of the mean-shift technique, but also on their neighborhoods. The performance
of the novel approach is experimentally verified and the obtained results prove that the new design is
superior both to the MS and NLM techniques.

1. INTRODUCTION

Noise suppression in digital images is one of the most important preprocessing steps. In this
paper we address the problem of reduction of multiplicative noise, also known as speckle noise.
This kind of noise strongly decreases the quality of synthetic aperture (SAR), microscope and
medical ultrasonic images.

We propose a combination of the mean-shift (MS) and non-local means (NLM) filtering
methods tailored for the suppression of the multiplicative noise. The new approach is able to
suppress the impulses introduced by the noise process, which removal is not possible using the
MS and NLM methods. Furthermore our approach offers better edge enhancement combined
with the ability to preserve image details.

In Sections 2 and 3 we describe the non-local means and mean-shift methods and in Section
4 the novel algorithm is proposed. Then the comparison with other filters is provided and in
the final Section the conclusions are presented.

2. NON-LOCAL MEANS FILTERING

The main idea of the non-local means denoising algorithm is to estimate a new value of a
pixel, taking into account similar pixels in a so called search window. The similarity of pixels
in the search window is calculated not only using the difference of their intensity, but also
considering their neighborhoods. The original NLM algorithm was described in [1], [3] and
[2], but many modifications were also proposed [8], [9].
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In this method, to denoise an image u, we have to compute for each pixel p

û(p) =

∑
q∈B(p,ra)

w(p, q) · u(q)∑
q∈B(p,ra)

w(p, q)
, (1)

where B(p, ra) indicates a neighborhood centered at p of size (2ra+1)× (2ra+1). Because of
the increasing computational complexity, the size of the search window is limited. It depends
on the noise intensity, and generally larger windows are capable to suppress intensive noise.

In the original version of the algorithm, the weight w(p, q) depends on the squared Euclidean
distance d2 = d2(B(p, rf ), B(q, rf )) of the (2rf + 1) × (2rf + 1) pixel patches centered
respectively at p and q, where rf is the size parameter of the search window

d2(B(p, rf ), B(q, rf )) =
1

(2rf + 1)2

∑
j∈B(0,rf )

(u(p+ j)− u(q + j))2. (2)

The weight w(p, q) is computed using an exponential kernel:

w(p, q) = exp

(
−max(d2 − 2σ2, 0)

h2

)
, (3)

where σ is the standard deviation of the noise and h is a filtering parameter depending on σ
[3]. As can be observed, the weights for patches with squared distances smaller than σ2 are
set to 1. For larger distances the weight decreases exponentially.

3. MEAN-SHIFT FILTERING

The mean-shift technique was introduced in 1975 by Fukunaga and Hostetler [7] and later by
Cheng [4]. The method was used for image preprocessing by Comaniciu in the seminal papers
[5], [6]. Mean-shift is an iterative method which is seeking for local modes of a probability
density function and is widely used for image denoising and segmentation.

In this paper we focus on the mean-shift filter, working in space-range domains. The algo-
rithm is as follows [11]:

1) define the feature vector p = [pd, f(p)]T , where pd denotes the spatial coordinates of
image pixels and f(p) - intensity values of the original image pixels,

2) for each pixel in image:
a) set the initial location qj = p, j = 1,
b) j ← j + 1, Ks - spatial kernel, Kr - range kernel, σs, σr - spatial and intensity

bandwidth, compute:

qj+1 =

∑n
i=1 pi ·Ks

(∣∣∣∣∣∣qd
j−pd

i

σs

∣∣∣∣∣∣2)Kr

(∣∣∣∣∣∣f(qj)−f(pi)σr

∣∣∣∣∣∣2)
∑n

i=1Ks

(∣∣∣∣∣∣qd
j−pd

i

σs

∣∣∣∣∣∣2)Kr

(∣∣∣∣∣∣f(qj)−f(pi)σr

∣∣∣∣∣∣2) ,

c) compute the mean-shift:
m(qj) = qj+1 − qj

d) repeat two above steps until the mean-shift converges, m(qj) = 0,
e) set the computed pixel as the final result.

Choosing the proper kernel is important, however two kernels - the Epanechnikov and the
Gaussian - are commonly used [11]. Because of the computational complexity, the iterative
process is usually terminated when the m(qj) is lower than a given value, or a predefined
number of iteration has been reached.
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4. PROPOSED NON-LOCAL MEAN-SHIFT FILTER

The proposed denoising method is based on the concept of the mean-shift filter [11]. The
new approach differs in the definition of the weights used in finding the local maxima. We do
not focus on single pixels only, but consider also their neighborhoods. The computation of the
weights is similar to the approach followed in the non-local means denoising algorithm [1].

First, we declare a search window B(p, ra) centered at p0 (marked red in Fig. 1) of size
(2ra+1)× (2ra+1). Then for each pixel in B(p, ra), we declare a neighborhood Nq centered
at q0 with the size of (2rf +1)× (2rf +1) and we compare it together with the neighborhood
of the central pixel Np calculating the weights:

w(Np, Nq) =
1

(2rf + 1)2
exp

(
−||p0 − q0||2

2σ2
d

)
·

∑
p∈Np,q∈Nq ,i∈B(0,rf )

exp

(
−(f(pi)− f(qi))2

2σ2
r

)
(4)

We use a Gaussian kernel, where σd and σr are domain and range bandwidths, respectively.
We treat each pixel as a vector containing spatial information pi and intensity f(p). The weights
are calculated for each Nq in the search window.

In Fig. 1, we present the arrangement of pixels contained in the local neighborhood window.
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Fig. 1: Computation of weights for the central pixel with its neighborhood.

The second step is to calculate the new value of the central pixel considering its neighbor-
hood, denoted as Nc:

∀c∈Nc,i∈B(0,rf ) ci =

∑
q∈B(p,ra)

w(Np, Nq) · qi∑
q∈B(p,ra)

w(Np, Nq)
, f(ci) =

∑
q∈B(p,ra)

w(Np, Nq) · f(qi)∑
q∈B(p,ra)

w(Np, Nq)
. (5)

Each pixel qi and its gray level value f(qi) in Nq are multiplied by the weight computed in
Eq. 4 to obtain its new value.

In the next step, we compare the new calculated Nc with the previous Np. If they differ,
we move our search window to the location computed in Eq. 5 and repeat our computations
from the first step, assuming that Np becomes Nc. We repeat the above algorithm until Nc and
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Np converge. Because of computation complexity, the iterative algorithm can be stopped when
||Nc −Np||2 < ε, where ε is a fixed value or when it performs a certain number of iterations,
e.g. 10.

5. EXPERIMENTS

The proposed algorithm was compared with the standard mean-shift and the non-local means
filter. For the objective evaluation of results we have used the Peak Signal to Noise Ratio
(PSNR), Signal to Noise Ratio (SNR) and Mean Absolute Error (MAE) quality metrics. For
test purposes three images were chosen, which are depicted in Fig. 4.

Two types of multiplicative noise denoted as G and U were modelled. In the first one we
used a Gaussian distribution, (noise model G) and the noisy pixel can be defined as:

û(p) = u(p) + u(p) · δ, (6)

where δ is a random variable with Gaussian distribution.
The second type of multiplicative noise differs in the definition of δ, which is an uniformly

distributed random variable, (noise model U ). Images in Figs. 2a to 2c were contaminated with
noise modelled by Eq. 6 with intensity controlled by δ with standard deviation 0.1 - 0.3 and
denoted respectively as G0.1 - G0.3 for noise model G and as U0.1 - U0.3 for model U .

(a) CAMERAMAN (b) PEPPERS (c) BUTTERFLY

(d) CAMERAMAN G0.3 (e) PEPPERS G0.3 (f) BUTTERFLY G0.3

Fig. 2: Test images used in the experiments.

In Tab. 1 the comparison of the proposed filter with the standard mean-shift and non-local
means filter in terms of PSNR is provided. We performed the experiments on three test images,
choosing the radiuses of search windows ra (2 ≤ ra ≤ 5) and the σ values ( 1 ≤ σ ≤ 150)
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to obtain best possible results. As can be observed, the proposed algorithm yields significantly
better PSNR values than the standard NLM and MS, especially for images contaminated with
strong multiplicative noise.

Table 1. : Filter efficiency in terms of PSNR.

Noisy MS NLM NLMS

CAMERAMAN

G0.3 16.46 27.07 27.25 27.64
G0.2 19.72 29.15 29.23 29.69
G0.1 25.67 32.93 33.24 33.38
U0.3 16.25 26.87 27.01 27.50
U0.2 19.69 28.89 29.19 29.65
U0.1 25.68 32.76 33.29 33.40

PEPPERS

G0.3 17.52 29.12 27.63 29.58
G0.2 20.90 30.96 29.87 31.36
G0.1 26.84 34.14 33.31 34.34
U0.3 17.41 28.88 27.42 29.47
U0.2 20.85 30.63 29.72 31.28
U0.1 26.86 33.97 33.32 34.31

BUTTERFLY

G0.3 18.15 26.12 25.74 26.53
G0.2 21.47 28.24 27.84 27.55
G0.1 27.38 31.55 32.06 32.13
U0.3 18.04 25.74 25.23 26.43
U0.2 21.43 28.00 27.74 28.46
U0.1 27.32 31.38 31.96 32.07

Table 2 presents the dependence of PSNR on radius ra and σ values. As can be seen, for
greater search window radiuses, better results are obtained. However, the bigger the radius the
more computations has to be performed. The increase in computational load is disproportionate
to gained PSNR values. This effect can be observed in Fig. 3. For ra bigger than 5, the increase
of PSNR is less than 0.01.

Using neighborhood radius rf larger than 1 results in much longer computations and gives
lower PSNR gains. For rf = 1, the neighborhood is of size 3×3 and the new algorithm is
about 5 times slower than the mean-shift filter.

Table 2. : Filtering efficiency in terms of PSNR for the CAMERAMAN test image contaminated
with noise G0.3 for different search window radius ra.

NLMS MS
σr σd ra PSNR σr σd ra PSNR
39 1.75 2 27.33 127.5 1.55 2 26.98
37 1.55 3 27.60 113 1.45 3 27.06

37.5 1.55 4 27.63 111.5 1.4 4 27.07
37.5 1.55 5 27.64 111.5 1.4 5 27.07

In Fig. 4 the filtering results obtained using the test images distorted by the multiplicative
noise G0.3 are presented. As can be seen, the new algorithm offers sharper, better preserved
edges than the non-local means technique and smoother texture regions than the mean-shift.
This effect is especially visible in Fig. 4d. Furthermore the NLMS algorithm eliminates single
impulses which are preserved when using the MS technique, (Fig. 4h). The images are also
visually more pleasing than the results obtained using the two other techniques, on which
NLMS is based upon.
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Fig. 3: Dependence of PSNR values obtained using NLMS and MS on range (left) and domain
(right) bandwidth using CAMERAMAN test image distorted by noise G0.3.

6. CONCLUSIONS

The proposed algorithm is an improved version of the mean-shift filter. The new technique
utilizes the concept of non-local means which significantly ameliorates its denoising properties.
The performed experiments revealed, that the novel filtering scheme has the ability to suppress
even strong multiplicative noise while retaining image edges and tiny details.

The performed experiments show that the new techniques yields much better results than the
standard mean-shift algorithm. The beneficial feature of the proposed algorithm is its ability to
suppress the impulsive noise, which cannot be removed by the standard mean-shift technique.

The novel technique of multiplicative noise suppression can be applied for the enhancement
of ultrasound images which are very often distorted by multiplicative noise.

ACKNOWLEDGEMENT

D. Kusnik has received funding from the Silesian University of Technology under grant
BK-266/Rau2/2014. B. Smolka was supported by the Polish National Science Center (NCN)
under Grant: DEC-2012/05/B/ST6/03428. The research was performed using the infrastructure
supported by POIG.02.03.01-24-099/13 grant: GCONiI - Upper-Silesian Center for Scientific
Computation.

BIBLIOGRAPHY

[1] BUADES A, COLL B., MOREL J. M., A non-local algorithm for image denoising, In Computer Vision and Pattern
Recognition, 2005, CVPR 2005, IEEE Computer Society Conference on, 2005, Vol. 2, pp. 60–65.

[2] BUADES A., COLL B., MOREL J.-M., A review of image denoising algorithms, with a new one, Multiscale Modeling
and Simulation, 2005, Vol. 4 (2), pp. 490–530.

[3] BUADES A., COLL B., MOREL J.-M., Non-Local Means Denoising, Image Processing On Line, 2011, Vol. 1.
[4] CHENG Y., Mean shift, mode seeking, and clustering, IEEE Transactions on Pattern Analysis and Machine Intelligence,

1995, Vol. 17 (8), pp. 790–799.
[5] COMANICIU D., MEER P., Mean shift analysis and applications, In Computer Vision, 1999, The Proceedings of the

Seventh IEEE International Conference on Computer Vision, 1999, Vol. 2, pp. 1197–1203.
[6] COMANICIU D., MEER P., Mean shift: a robust approach toward feature space analysis, IEEE Transactions on Pattern

Analysis and Machine Intelligence, 2002, Vol. 24 (5), pp. 603–619.
[7] FUKUNAGA K., HOSTETLER L., The estimation of the gradient of a density function, with applications in pattern

recognition, IEEE Transactions on Information Theory, 1975, Vol. 21 (1), pp. 32–40.

108



IMAGE PROCESSING

[8] JUNEZ-FERREIRA C. A., VELASCO-AVALOS F. A., A simple algorithm for image denoising based on non-local
means and preliminary segmentation, In Electronics, Robotics and Automotive Mechanics Conference, 2009, CERMA
’09, 2009, pp. 204–208.

[9] KARNATI V., ULIYAR M., DEY S., Fast non-local algorithm for image denoising, In 2009 16th IEEE International
Conference on Image Processing (ICIP), 2009, pp. 3873–3876.

[10] YU F., LAI X., A study of a denoising method for three dimensional data based on mean shift, In Intelligent Computation
and Bio-Medical Instrumentation (ICBMI), 2011 International Conference on, pp. 39–42.

[11] ZHANG Y. J., Advances in image and video segmentation, IGI Global, 2006.

109



IMAGE PROCESSING

(a) CAMERAMAN (b) BUTTERFLY (c) PEPPERS

(d) CAMERAMAN: NLMS (e) BUTTERFLY: NLMS (f) PEPPERS: NLMS

(g) CAMERAMAN: MS (h) BUTTERFLY: MS (i) PEPPERS: MS

(j) CAMERAMAN: NLM (k) BUTTERFLY: NLM (l) PEPPERS: NLM

Fig. 4: Comparison of the efficiency of the proposed NLMS filter with the NLM and MS
techniques using test images contaminated with multiplicative noise G0.3.
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