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Abstract

1Most reinforcement learning benchmarks – especially in multi-agent tasks – do not go
beyond observations with simple noise; nonetheless, real scenarios induce more elaborate
vision pipeline failures: false sightings, misclassifications or occlusion. In this work, we
propose a lightweight, 2D environment for robot soccer and autonomous driving that can
emulate the above discrepancies. Besides establishing a benchmark for accessible multi-
agent reinforcement learning research, our work addresses the challenges the simulator
imposes. For handling realistic noise, we use self-supervised learning to enhance scene
reconstruction and extend curiosity-driven learning to model longer horizons. Our exten-
sive experiments show that the proposed methods achieve state-of-the-art performance,
compared against actor-critic methods, ICM, and PPO.
Keywords: deep reinforcement learning, multi-agent environment, autonomous driving,
robot soccer, self-supervised learning

1 Introduction

Reinforcement learning has undergone un-
precedented evolution, matching or even surpassing
human abilities in, e.g., computer games [31]. As
benchmarks developed from a single-paper/single-
task version to standardized suites with stable in-
terfaces [2, 10], reinforcement learning applications
skyrocketed. The environments also became more
complex: simulators now often use 3D physics en-
gines [1, 13].

The above trend focuses on idealized scenarios;
it usually neglects modeling realistic failures, such

as partial observations, hidden objects and classifi-
cation errors. Although we accept that this trend
benefits progress, real-world applications require
more focus on robustness. When the agents can
receive observations with realistic noise, they can
adapt to such situations. We provide the means to
do this by developing a simulator for robot soc-
cer and urban autonomous driving with a focus
on realistic observations and make the back-end
lightweight by using a 2D physics engine and sim-
ulated object detection – ensuring fast simulations
and i.i.d. data collection. This results in an accessi-
ble solution for robustness research.

1The research reported in this paper and carried out at BME has been supported by the NRDI Fund (TKP2020 NC, Grant
No. BME-NC) based on the charter of bolster issued by the NRDI Office under the auspices of the Ministry for Innovation and
Technology.
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We also propose novel neural architectures for
these environments to handle the additional com-
plexity. An efficient attention mechanism captures
temporal and inter-object relations, self-supervised
learning [16, 24] incentivizes the agent’s localiza-
tion and state reconstruction capabilities against
failures of the vision system, and curiosity-driven
exploration [18, 3] constitutes our long-term/multi-
step prediction strategy, which is our contribution
extending short-horizon algorithms [18, 19].

Our contributions can be summarized as fol-
lows:

1. We develop highly efficient and accessible
multi-agent environments to simulate the fail-
ures of processing pipelines.

2. We design a neural architecture to address ob-
servations with realistic noise.

3. We propose self-supervised approaches to ex-
tract information about other agents and dy-
namic objects.

4. We extend the paradigm of curiosity-driven in-
trinsic motivation for longer time horizons.

As part of the evaluation, we benchmark
our simulator against actor-critic networks [15],
Proximal Policy Optimization (PPO) [23], and the
Intrinsic Curiosity Module (ICM) [18]. To reduce
the effect of random seed selection, we evaluate
all methods with ten different random seeds, eight
parallel environments, and compare the rewards via
statistical testing.

2 Related work

As we are interested in advancing multi-agent
deep reinforcement learning systems, we review
the relevant work that contributed to achieving
(super)human-level performance in computer vi-
sion [21, 20] and reinforcement learning [15, 31,
18]. We also discuss self-supervised learning, pro-
viding a context for our proposal.

2.1 Reinforcement Learning

We focus on model-based algorithms as they
open the door to handle credit assignment. Namely,

an intrinsic reward can be formulated to guide the
agent when the external reward is sparse.

This helps learning and even enables self-play,
as in the World Models [9] paper. Learning a
model also enables faster training (models can ex-
ploit GPUs, whereas simulators usually run on the
CPU), a safer process (no interaction with the real
world), and more intuitive debugging (as scientist
can use the model to analyze the agent).

Another paradigm is curiosity-driven learn-
ing [18, 3], where the intrinsic reward incentivizes
the agent to explore its environment and to model
it better – the ensemble version is called disagree-
ment [19]. A large-scale study [3] shows that cu-
riosity enables learning without extrinsic rewards,
but also improves performance if applied together.

We have extended curiosity-driven learn-
ing in [22] with the attention mecha-
nism [30]: an adaptive reward, called
Rational Curiosity Module (RCM), improved the
performance in Atari [2] and multi-agent environ-
ments [28].

Figure 1. The RCM loss [22]. ϕ stands for
features, ·̂ for predictions, and the circle in the

Attention block indicates conditioning

The authors argue that not all features are im-
portant at every time step: the RCM loss (Figure 1)
uses attention to focus on a feature subspace; these
are selected by conditioning (denoted by a circle)
on the features of the next time step ϕ(st+1).

We have shown the equivalence of RCM with
adaptive weighted least squares [28], namely:

JFWD,RCM =
1
N

eT
t+1et+1 (1)

et+1 =
√

W
(
ϕ(st+1)− ϕ̂(st+1)

)
, (2)

where W stands for the weights of the Attention net-
work, as in [28].

Multi-agent tasks increase the complexity of the
credit assignment problem; to learn the contribu-
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We also propose novel neural architectures for
these environments to handle the additional com-
plexity. An efficient attention mechanism captures
temporal and inter-object relations, self-supervised
learning [16, 24] incentivizes the agent’s localiza-
tion and state reconstruction capabilities against
failures of the vision system, and curiosity-driven
exploration [18, 3] constitutes our long-term/multi-
step prediction strategy, which is our contribution
extending short-horizon algorithms [18, 19].

Our contributions can be summarized as fol-
lows:

1. We develop highly efficient and accessible
multi-agent environments to simulate the fail-
ures of processing pipelines.

2. We design a neural architecture to address ob-
servations with realistic noise.

3. We propose self-supervised approaches to ex-
tract information about other agents and dy-
namic objects.

4. We extend the paradigm of curiosity-driven in-
trinsic motivation for longer time horizons.

As part of the evaluation, we benchmark
our simulator against actor-critic networks [15],
Proximal Policy Optimization (PPO) [23], and the
Intrinsic Curiosity Module (ICM) [18]. To reduce
the effect of random seed selection, we evaluate
all methods with ten different random seeds, eight
parallel environments, and compare the rewards via
statistical testing.

2 Related work

As we are interested in advancing multi-agent
deep reinforcement learning systems, we review
the relevant work that contributed to achieving
(super)human-level performance in computer vi-
sion [21, 20] and reinforcement learning [15, 31,
18]. We also discuss self-supervised learning, pro-
viding a context for our proposal.

2.1 Reinforcement Learning

We focus on model-based algorithms as they
open the door to handle credit assignment. Namely,

an intrinsic reward can be formulated to guide the
agent when the external reward is sparse.

This helps learning and even enables self-play,
as in the World Models [9] paper. Learning a
model also enables faster training (models can ex-
ploit GPUs, whereas simulators usually run on the
CPU), a safer process (no interaction with the real
world), and more intuitive debugging (as scientist
can use the model to analyze the agent).

Another paradigm is curiosity-driven learn-
ing [18, 3], where the intrinsic reward incentivizes
the agent to explore its environment and to model
it better – the ensemble version is called disagree-
ment [19]. A large-scale study [3] shows that cu-
riosity enables learning without extrinsic rewards,
but also improves performance if applied together.

We have extended curiosity-driven learn-
ing in [22] with the attention mecha-
nism [30]: an adaptive reward, called
Rational Curiosity Module (RCM), improved the
performance in Atari [2] and multi-agent environ-
ments [28].

Figure 1. The RCM loss [22]. ϕ stands for
features, ·̂ for predictions, and the circle in the

Attention block indicates conditioning

The authors argue that not all features are im-
portant at every time step: the RCM loss (Figure 1)
uses attention to focus on a feature subspace; these
are selected by conditioning (denoted by a circle)
on the features of the next time step ϕ(st+1).

We have shown the equivalence of RCM with
adaptive weighted least squares [28], namely:

JFWD,RCM =
1
N

eT
t+1et+1 (1)

et+1 =
√

W
(
ϕ(st+1)− ϕ̂(st+1)

)
, (2)

where W stands for the weights of the Attention net-
work, as in [28].

Multi-agent tasks increase the complexity of the
credit assignment problem; to learn the contribu-

HANDLING REALISTIC NOISE IN MULTI-AGENT SYSTEMS WITH . . .

Figure 2. The RoboCup (left) and Driving (right) environments.

tions of each agent, Foerster et. al. [7] proposes a
counterfactual approach.

2.2 Self-Supervised Learning

Self-supervised learning enables learning repre-
sentations without labeling data: by creating inter-
mediate tasks, labels are automatically generated.
The paradigm’s advantages include improved gen-
eralization, faster convergence, and a considerably
smaller data set size.

Computer vision has revolutionized self-
supervised learning: applications include distor-
tion [6] or rotation [8] correction, image inpaint-
ing [4], and colorization [35]. Generative models
(e.g., Autoencoders [36], World Models [9], and
Bidirectional GANs [5]) also have a self-supervised
interpretation.

For video, tracking objects [33], colorizing
video [32], and predicting video frame order or the
”flow of time” [34] were handled by self-supervised
methods.

Reinforcement learning is no exception: curios-
ity forms sequence-based self-supervised learning,
since it predicts the next state and the action lead-
ing to that state. Grasp2Vec [11] learns an object-
centric representation using metric learning; Time
Contrastive Networks [25] learn to embed frames in
multi-view videos, enforcing similarity of different
perspectives’ representations; Imagined Goals [17]
explore the environment early on by defining addi-
tional goals.

3 Environments

In this section, we describe the two cooperative-
competitive environments: 1) RoboCup for robot
soccer and 2) Driving for autonomous vehicles in
an urban scenario, introduced in [28]).

We decided to deviate from the direction of the
literature: instead of 3D physics simulation [10, 13]
or complicated tasks (such as StarCraft II [31]), our
focus was modeling realistic noise and the failures
of vision pipelines (e.g. false positive and false neg-
ative sightings).

Our contribution is presented in the form of
two OpenAI Gym-compatible [2] tasks (Figure 2),
where we abstract away from realistic graphics and
low-level physics (such as robot joint control), en-
suring fast experimentation. We emphasize that our
solution is among the few for multi-agent systems.
While Gym-compatible simulators exist for robot
soccer [14], these provide rendering and focus on
low-level actions, while our environment is aimed
at learning high-level strategies.

Both environments offer high-level action
spaces; For the driving environment, the ac-
tion space consists of two discrete actions
[gas/break, le f t/right], while the robot soccer
environment offers four possible discrete actions:
[step, turn, kick, turn head]. In the following, we
elaborate the description of the observation and re-
ward systems.

3.1 Observations

To maintain efficiency, the environment pro-
vides abstract observations that an object detec-
tion algorithm would extract; failure emulation is
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still possible via partial observations, meaning lim-
ited object visibility; constraining factors are agent-
object distance and field of view (the latter only for
robot soccer).

In partial observation mode, the environment
provides a list of seen objects in the given agent’s
field of view. Each object observation includes the
objects location relative to the agent, its orientation,
and other object-specific properties that can be de-
termined visually (such as the team of a robot, or
whether it’s fallen).

The robot soccer environment can optionally
emulate semantic segmentation by image-based ob-
servations (i.e., generating semantically labeled im-
ages for both robot cameras). Although the detected
objects are in the agent’s coordinate system, but lo-
calization should happen in absolute coordinates,
the task is non-trivial.

Both observation modes support failure emula-
tion including false negatives, false positives, mis-
classifications, and inaccurate localization. Objects
may also be lost due to occlusion. This function-
ality supports two modes: 1) random mode: errors
occur with a fixed, adjustable probability, 2) realis-
tic mode: the probability of random errors depends
on observation reliability:

1. The magnitude of position noise and the prob-
ability of false negatives increases with the dis-
tance from the agent.

2. False negatives are more likely when two or
more objects are nearby or at the edge of the
field of view.

3. Visually similar objects (such as balls and
penalty crosses or vehicles and obstacles) are
more likely to be confused than dissimilar ones.

4. False-positive sightings are more likely in cer-
tain places (such as false-positive balls at the feet
of other nearby robots).

The above list was assembled based on our pre-
vious experiences in neural network-based object
detection in similar environments [26, 29, 27].

3.2 Reward system

We define three reward categories: 1) primary,
2) rule-based, and 3) auxiliary.

Primary rewards are scored for succeeding
(scoring in RoboCup, or reaching the destination in
Driving).

Rule-based rewards make the agents avoid
breaking rules with negative scores: pushing each
other or walking off the field are erratic in robot
soccer, whereas crashing or leaving the road are pe-
nalized in autonomous driving.

Auxiliary rewards incentivize actions leading to
long-term success. As such moves are usually not
optimal in the short-term, these rewards are smaller
than the primary or rule-based ones. When a robot
moves towards the ball, or kicks it towards the op-
ponent’s goal, it gets an auxiliary reward. This type
can also be negative: if a car drives in the opposite
lane, it gets penalized.

Observation rewards are a special case of aux-
iliary rewards for robot soccer: robots are incen-
tivized to observe several different objects in a given
time interval (leading to moving the robot’s head).
Detecting the ball is worth the most, followed by
robots and field objects.

4 Model

This section introduces the model architecture
we designed for both robot soccer and autonomous
driving. Due to diverse failure modes (false posi-
tives, false negatives, misclassifications), we could
not utilize the results from the literature – the few
environments providing agent-centric partial obser-
vations only account for occlusion [1].

Our additional goals also underlined a new
agent design: to handle a variable amount
of detections, we designed a novel encoder
(subsection 4.1); to capture long-term depen-
dencies, we deployed the attention mecha-
nism (subsection 4.2); to make learning more
efficient, we applied self-supervised learning
(subsection 4.3). At the end of this section, we
provide an overview of the architecture (Figure 6)
and the training algorithm (Algorithm 1).

The RoboCup environment imposes a further
constraint: as the Nao robots’ control is relatively
slow (a single action takes 500 − 1000 ms), rein-
forcement learning algorithms need to adapt to this
time delay. In practice, this means that after taking
a single action, multiple observations are received –
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Figure 3. The encoder architecture. Here ·̂ is denotes that attention was applied to the embedded objects.

Figure 4. The Recurrent Temporal Attention (RTA) module (left: recurrent form, right: rolled out in time).

as the vision pipeline is considerably faster.

4.1 Encoder

The encoder (Figure 3) needs to learn a compact
representation from corrupted observations, while
also accounting for both intratemporal (within a
time step) and intertemporal (between time steps)
object interactions.

The first step is to embed each object with a
small Multi-Layer Perceptron (MLP); each object
type has its embedder network with same-sized out-
puts. Second, a self-attention layer (with weight
sharing) consumes the concatenated features to pre-
dict intratemporal dependencies – the presence or
relative position of objects can establish occlusion
or other failures.

Third, to learn intertemporal relationships, we
propose Recurrent Temporal Attention (RTA), an
Recurrent Neural Network (RNN) cell with multi-
head attention with sequences as observations. The
key point is that the output is fed back to the RTA
(Figure 4).

In practice, we need to pad all the input se-
quences to match the longest input to ensure that
no detections are lost due to false negatives. This
is because the length of the output sequence of the
attention module is the same as the length of the

target input sequence, so false negatives in some in-
puts can force the sequence to decrease in length.

However, false positives can still remain in
the sequence, since there is no mechanism to re-
move them. We address this by including a lin-
ear layer with sigmoid activation – a common prac-
tice [21, 20] for computing confidence scores. RTA
also uses bias vectors to ensure numerical stability
(in the softmax) when no objects are detected.

Finally, we compute a confidence-weighted av-
erage of the objects, resulting in a single embedding
vector.

4.2 Long-term forward prediction

One of our key contributions is that we extend
curiosity-driven reinforcement learning for longer
time horizons (up to the rollout length). Other
intrinsic rewards focus on short-horizons [18, 19]
– the World Models architecture [9] contains an
RNN, but - in our assessment - this differs from our
goal.

For brevity, we denote ϕ(st) as ϕt in this section.

Using step-wise predictions of p
(
ϕ̂t+i|ϕt+i−1,at+i−1

)
would be equivalent to applying the ICM [18] mul-
tiple times, assuming Markovian state dynamics.

However, the proposed method reuses predic-
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tions of ϕ̂t+i for future feature distributions (note
the hat symbol denoting predicted values right to
the conditioning bar)

p
(
ϕ̂t+i|ϕt , ϕ̂t+1, . . . ϕ̂t+i−1,at+i−1

)
. (3)

The advantage of this approach is that the agent is
forced to model longer dependencies, but this naive
formulation comes at a cost: feeding back predic-
tions accumulates the error, leading to potentially
disastrous performance.

Our solution is to adapt the loss formulation
(Figure 5): we use the squared loss as in [18], but
we make it adaptive with the attention mechanism
as in [22]. This way, the network is able to provide
an intrinsic reward for longer horizons, while com-
pensating for the accumulating prediction error.

We calculate each ϕ̂t+i with MLPs so we do not
suffer from slower RNNs, then the squared losses
Wi are weighted based on the previous weights – our
conjecture is that by identifying the ”error charac-
teristics” of the previous step, the predictions will
be more reliable. Note that although feature pre-
diction is not sequential, calculating the weighting
factors is.

The modified loss can be formulated as follows:

JLTP =
1
N

t+N+1

∑
i=t+1

JLTP,i (4)

JLTP,i = Attention(Wi)⊙
[
ϕi − ϕ̂i

]2
(5)

Wi =

{[
ϕi−1 − ϕ̂i−1

]2
, i > t +1

1, i = t +1,
(6)

where LTP is a shorthand for Long-Term Prediction,
and Wi has the same dimensionality as ϕt (⊙ de-
notes the Hadamard-product). As the input for the
first prediction is the ground-truth state, it is not
weighted.

4.3 Localization and reconstruction

The agents observe their environment in their
own coordinates, but successful learning requires
global localization (e.g. to not to score own goals).
Thus, we extend the learning objective with local-
ization and reconstruction objectives.

Localization deploys self-supervised learning
for predicting position and orientation in an abso-
lute sense (for robots with rotating heads this means

learning two orientations). Reconstruction aims for
learning about other dynamic objects seen during
the rollout: the reconstruction of the state vector
extracts absolute information and reduces position
noise – thus, accounting for false negatives and pos-
itives.

These two tasks are formulated as an object de-
tection problem: given inaccurate and faulty obser-
vations, the agents predict the position, orientation
and other relevant properties of themselves and dy-
namic objects. We use anchors, which are fixed
to the field, to predict multiple objects of the same
type – as in YOLO [21, 20]. To minimize the dis-
tance between objects and anchors, we selected the
Hungarian algorithm.

The localization and reconstruction heads are
trained in tandem with other parts of the archi-
tecture, using the ground truth data retrieved from
the environment. This amounts to a form of self-
supervised learning, where the agent can learn use-
ful representations of the input by learning to local-
ize and reconstruct. Notably, these heads can also
be pre-trained to speed up the convergence using
randomly generated data.

Algorithm 1. Training procedure for the pro-
posed model using RCM, Reconstruction and
Long-Term Prediction (LTP)

Result: Model losses
s0,obs0 ← env.reset();
while Episode running do

while Rollout number not reached do
Φt ← encoder(obst);
at ← actor(Φt);
Qt ← critic(Φt);
ât−1,Φ̂t+1 ← RCM(Φt ,Φt−1,at);
Φ̂t+2, . . . ,Φ̂t+N ← predictor(Φt);
ŝt ← reconstruction(Φt);
st+1,obst+1,rt ← env.step(at);

end
Φt+1 ← encoder(obst+1);
Lp ← Policy loss(r,a,Q);
Lv ←Value loss(r,Q);
LRCM ← RCM loss(Φ,Φ̂,a, â);
Lpred ← Prediction loss(Φ,Φ̂);
Lrecon ← Reconstruction loss(s, ŝ);

end



141Márton Szemenyei, Patrik Reizinger

tions of ϕ̂t+i for future feature distributions (note
the hat symbol denoting predicted values right to
the conditioning bar)

p
(
ϕ̂t+i|ϕt , ϕ̂t+1, . . . ϕ̂t+i−1,at+i−1

)
. (3)

The advantage of this approach is that the agent is
forced to model longer dependencies, but this naive
formulation comes at a cost: feeding back predic-
tions accumulates the error, leading to potentially
disastrous performance.

Our solution is to adapt the loss formulation
(Figure 5): we use the squared loss as in [18], but
we make it adaptive with the attention mechanism
as in [22]. This way, the network is able to provide
an intrinsic reward for longer horizons, while com-
pensating for the accumulating prediction error.

We calculate each ϕ̂t+i with MLPs so we do not
suffer from slower RNNs, then the squared losses
Wi are weighted based on the previous weights – our
conjecture is that by identifying the ”error charac-
teristics” of the previous step, the predictions will
be more reliable. Note that although feature pre-
diction is not sequential, calculating the weighting
factors is.

The modified loss can be formulated as follows:

JLTP =
1
N

t+N+1

∑
i=t+1

JLTP,i (4)

JLTP,i = Attention(Wi)⊙
[
ϕi − ϕ̂i

]2
(5)

Wi =

{[
ϕi−1 − ϕ̂i−1

]2
, i > t +1

1, i = t +1,
(6)

where LTP is a shorthand for Long-Term Prediction,
and Wi has the same dimensionality as ϕt (⊙ de-
notes the Hadamard-product). As the input for the
first prediction is the ground-truth state, it is not
weighted.

4.3 Localization and reconstruction

The agents observe their environment in their
own coordinates, but successful learning requires
global localization (e.g. to not to score own goals).
Thus, we extend the learning objective with local-
ization and reconstruction objectives.

Localization deploys self-supervised learning
for predicting position and orientation in an abso-
lute sense (for robots with rotating heads this means

learning two orientations). Reconstruction aims for
learning about other dynamic objects seen during
the rollout: the reconstruction of the state vector
extracts absolute information and reduces position
noise – thus, accounting for false negatives and pos-
itives.

These two tasks are formulated as an object de-
tection problem: given inaccurate and faulty obser-
vations, the agents predict the position, orientation
and other relevant properties of themselves and dy-
namic objects. We use anchors, which are fixed
to the field, to predict multiple objects of the same
type – as in YOLO [21, 20]. To minimize the dis-
tance between objects and anchors, we selected the
Hungarian algorithm.

The localization and reconstruction heads are
trained in tandem with other parts of the archi-
tecture, using the ground truth data retrieved from
the environment. This amounts to a form of self-
supervised learning, where the agent can learn use-
ful representations of the input by learning to local-
ize and reconstruct. Notably, these heads can also
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Figure 5. The Long-term forward prediction module. The output of each MLP module is ϕ̂i+1, given ϕ̂i (or
ϕ(si)) as input. The ⊙ denotes the Hadamard-product.

Figure 6. The network architecture. The subscripts stat and dyn denote components (objects, encoder, and
features) for static and dynamic objects, respectively.ϕ(st) stands for features, at for actions, while A for

the advantage function; whereas ·̂ denotes predicted values.
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5 Results

After discussing the training proce-
dure (subsection 5.1), we report the per-
formance of the proposed methods, bench-
marked against actor-critic [15], ICM [18], and
PPO [23] (subsection 5.4). Besides the mer-
its of LTP (subsection 5.2) and reconstruction
(subsection 5.3), we also detail the computational
cost of the simulator (subsection 5.5) – supporting
the claim of an accessible tool.

5.1 Training

The agent of section 4 was compared against
A2C, ICM, PPO, and combinations thereof. We
used the partial observation mode with realistic
noise (of magnitude 1.0), eight parallel environ-
ments, two agents for Driving, and two agents in
each team for RoboCup. The best average reward
(within a ten-episode moving window) served as
our performance metric; additionally, the best av-
erage observation reward (specific to RoboCup, see
subsection 3.2) was calculated.

The baseline agent was an A2C [15] architec-
ture extended with the RCM module (denoted by
RCM), while ’our’ method included the LTP ex-
tension as well (Pred). We report the performance
when combining LTP and reconstruction (Recon) –
as Driving did not benefit from reconstruction due
to the 360◦ vision of vehicles and the irrelevance
of global localization, we benchmarked the Recon
model only in RoboCup.

For reducing variance, we averaged each con-
figuration over eight seeds and carried out a
Bayesian t-test to report the results’ significance –
we opted for the independent samples version from
BEST [12], since having the same seed does not
necessarily make two runs comparable. We report
the 95% Confidence Interval (CI) on the difference
of means, the mean of the CI, and the Probability of
Improvement (PoI) – PoI describes the probability
of a positive effect size, i.e. the proposal’s superior-
ity.

A clear limitation of our work is the lack of so-
phisticated hyperoptimization: the extensive com-
parisons and the limited hardware resources con-
strained us. Nonetheless, we manually tuned the
hyperparameters (Table 1) on the same environ-

ments, but on different tasks – their purpose was
to show convergence while avoiding information
”leaks” about the real task.

Table 1. Training hyperparameters

Hyperparameter Value

Learning rate 10−4

Max gradient norm 0.5
Number of updates 60,000
Number of steps 240,000
Rollout size 6
ICM loss coeff. 10−2

Value loss coeff. 0.5
Entropy loss coeff. 0.1
Forward loss coeff. 10−2

Long-term Prediction loss coeff. 10−3

Reconstruction loss coeff. 10−2

5.2 Effects of LTP

We compared LTP in three scenarios: Driving
using partial and RoboCup with both full and partial
observations. For these tests, the same architecture
with LTP turned off was used as baseline.

Table 2. Improvements in the mean reward by
using LTP. ∆R is the expected improvement of the
mean reward, while the Confidence Intervals (CI)
and the Probability of Improvement (PoI) are also

given. Rb is the mean reward of the baseline model.

Env ∆R 95% CI PoI Rb

Robo 0.18 [0.01,0.35] 97.4% 13.06
Robo (Full) 0.47 [0.14,0.76] 99.7% 19.28
Driving 3.51 [0.89,5.89] 99.55% 22.96

We can conclude that LTP significantly outper-
formed the baseline (Table 2) in all cases: the effect
in RoboCup was small, whereas in Driving it was
15%. Although the effect size is small, the effect
of LTP on the run time of the training is not no-
table (< 1%), as the training process is highly CPU-
bound by the environment.
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Figure 7. Long-Term Prediction (LTP) in
RoboCup: filled circles represent ground truth,
crosses represent observations, and the empty

circles stand for the LTP predictions

Independent from the effect size, (LTP) had an-
other advantage: it provided stable means for the
agent to reconstruct the scene from noisy observa-
tions (Figure 5).

5.3 Effects of localization and reconstruc-
tion

The Recon agent was pre-trained with random,
rollout-sized sequences – as pre-training can im-
prove convergence times significantly and the data
is easy to generate. We measured the success of
pre-training with the Average Precision (AP) score
at different distance thresholds (Table 3); to put the
accuracy in perspective, the soccer field is 9×6 me-
ters.

Table 3. The Average Precision (AP) achieved for
localization and reconstruction.

Distance threshold 25 cm 50 cm 1 m

Localization 83% 100% 100%
Reconstruction 54% 70% 92%

Localization clearly outperformed reconstruc-
tion: as reconstruction (dynamic objects’ absolute
position) depends on localization (agents’ orienta-
tion and position), a small error in the latter can
considerably deteriorate the performance of the for-
mer.

We measured the performance of the local-
ization and reconstruction modules (Recon) in
RoboCup with partial observations (Table 4). As
the model includes LTP, we compared against the
baseline (RCM) and its extended version (includ-
ing LTP, denoted as Pred) to account for the poten-
tial improvements introduced by long-term forward
prediction.

Table 4. Results of the Bayesian t-test.

Comparison 95% CI Mean PoI Rb

RCM vs Recon [2.22,2.6] 2.41 100% 13.06
Pred vs Recon [2.01,2.44] 2.23 100% 13.25

The conclusion is clear: Recon significantly
outperformed both RCM and Pred. Indeed, the dif-
ference between both baselines was negligible com-
pared to the 19% improvement provided by Recon.

The same comparisons with the observation re-
ward (Table 5) highlighted how important localiz-
ing relevant objects is, resulting in a significant gain
of 8%.

Table 5. Results of the Bayesian t-test for the
observation rewards.

Comparison 95% CI Mean PoI Rb

RCM vs Recon [0.36,0.58] 0.47 100% 5.94
Pred vs Recon [0.35,0.58] 0.46 100% 5.95

The improvements are undoubtedly promising,
but there is still a long way to go: although our pro-
posal beat the random policy, human players (the
authors) easily outperformed the agent (Table 6).
Finally, training curves are presented in Figure 8.

Table 6. Comparison against the random and the
human baselines.

Baseline Random Human Pred Recon

RoboCup 5.75 22.57 13.25 15.48
Driving 0.7 42.3 26.47 N/A

5.4 Ablation study with PPO

This section discusses the result of our ablation
study, where we used PPO.

Using curiosity-driven exploration had negligi-
ble – in some cases negative – effects: a clear con-
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Figure 8. The RoboCup (left) and Driving (right) training curves. The y axis displays the maximal reward
an agent achieved in a particular episode normalized, so that starting rewards would be zero.

sequence of incentivizing exploration and reporting
the extrinsic reward.

For Driving, RCM and the LTP (Table 7) signif-
icantly improved the performance; nonetheless, the
effect size was relatively minor.

In RoboCup (Table 8), each combination im-
proved the reward, except when only curiosity-
driven exploration was used. Notably, the use of
Recon meant the largest effect size.

5.5 Training times

We report the execution times of our multi-
agent simulator to show that we created a
lightweight benchmark suite. Running experiments
in both environments is possible even with mod-
est resources, as our test configuration shows: a
single Titan Xp GPU, an i7-9700K CPU, and 32
GB RAM were sufficient to achieve reasonable run
times (Table 9)–a single training used eight parallel
environments with four agents.

Table 9. Time to train agents with 4 agents per
environment, 8 environments in parallel

Env # of runs 1 episode 100k updates

Robo 1 29 s 20 h
Robo 4 67 s 47 h
Driving 1 17 s 5 h
Driving 4 35 s 10 h

An experiment with 100,000 updates took less
than one day, and running four times as many par-
allel experiments increased the run time by only
100− 145%; thus, fulfilling our aim of an efficient
simulator.

6 Conclusion

The main results of this paper are twofold: we
introduced a multi-agent simulator with novel func-
tionality, and we developed a reinforcement learn-
ing method with novel self-supervised and intrinsic
motivation solutions.

Our DynEnv simulator stands out by provid-
ing lightweight means for multi-agent research; a
single GPU suffices for running extensive experi-
ments. Moreover, it is capable of generating im-
perfect observations beyond including noise: the
options range from false positives and negatives to
misclassifications.

More challenging observations require a more
elaborate model: we address imperfect observations
by proposing self-supervised extensions for scene
reconstruction. Modelling long-term dependencies
was also crucial to improve performance; thus,
our contribution extends the curiosity paradigm for
long-term strategies via the Long-Term Prediction
(LTP) algorithm. The proposed methods are instru-
mental in surpassing state-of-the-art methods – in-
cluding ICM [18] or PPO [23].
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Table 7. Component ablation in the Driving environment for PPO. � stands for baseline, while �for
additional components in the comparison. Note that RCM is an extension of ICM.

PPO ICM RCM Pred 95% CI Mean PoI

� � [−2.77,−0.29] −1.59 71.25%
� � [−0.38,2.01] 0.76 88.44%
� � � [0.48,2.56] 1.50 99.69%
� � � [1.09,3.86] 2.45 99.94%
� � � � [1.92,4.36] 3.10 100%
� � � [−0.36,1.87] 0.80 91.56%

Table 8. Component ablation in the RoboCup environment for PPO. � stands for baseline, while �for
additional components in the comparison. Note that RCM is an extension of ICM.

PPO ICM RCM Pred Recon 95% CI Mean PoI

� � [−2.70,−0.89] −1.79 0.04%
� � [−4.17,−2.27] −3.24 0%
� � � [−0.54,0.96] 0.19 67.34%
� � � � [14.02,15.73] 14.90 100%
� � � [−2.41,−0.12] −1.23 2%
� � � � [1.12,2.87] 1.98 100%
� � � [2.53,4.15] 3.36 100%
� � � � � [15.74,17.70] 16.70 100%
� � � � [16.58,18.47] 17.53 100%
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Although our experiments show clear improve-
ment, the comparison with human baselines also
emphasizes the need for further investigation if we
want to achieve superhuman performance. We hope
that our simulator becomes a basis for developing
new algorithms for multi-agent scenarios.

To make our work reproducible, the
environments are available as a Python
package (DynEnv), while the source is at
https://github.com/szemenyeim/DynEnv.
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