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Abstract

Data clustering is an important method used to discover naturally occurring structures
in datasets. One of the most popular approaches is the grid-based concept of clustering
algorithms. This kind of method is characterized by a fast processing time and it can also
discover clusters of arbitrary shapes in datasets. These properties allow these methods
to be used in many different applications. Researchers have created many versions of
the clustering method using the grid-based approach. However, the key issue is the right
choice of the number of grid cells. This paper proposes a novel grid-based algorithm
which uses a method for an automatic determining of the number of grid cells. This
method is based on the kdist function which computes the distance between each element
of a dataset and its kth nearest neighbor. Experimental results have been obtained for
several different datasets and they confirm a very good performance of the newly proposed
method.
Keywords: data mining, grid-based clustering, grid structure

1 Introduction

Clustering refers to grouping objects into mean-
ingful clusters so that the elements of a cluster
are similar, whereas they are dissimilar in different
clusters. Data clustering is a very useful technique
used in a number of fields, such as data mining,
pattern recognition, spatial data analysis, and oth-

ers. A wide of large collections of data presents a
great challenge to clustering algorithms, so a lot of
new different clustering algorithms and their con-
figurations are being intensively developed, e.g. [8,
10, 11]. However, there is no clustering algorithm
which creates the right clusters for all datasets.
Moreover, the same algorithm can also produce dif-
ferent results depending on the input parameters ap-
plied. Therefore, cluster validation is also used to
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assess the results of data clustering. Up to now, a
number of authors have proposed different cluster
validity indices or modifications of existing ones,
e.g., [7, 20, 23, 24]. Generally, clustering algo-
rithms can be divided into four categories including
partitioning, hierarchical, density-based, and grid-
based clustering. The first group includes partition-
ing algorithms such as e.g. K-means, Partitioning
Around Medoids (PAM) [3, 28] or Expectation
Maximization (EM) [16]. The original K-means al-
gorithm is often used, but it cannot process datasets
which include noise elements. In the next category,
two approaches are described, i.e. agglomerative
and divisive. The simple agglomerative clustering
algorithms are e.g. the Single-linkage or Complete-
linkage, and the DIvisive ANAlysis Clustering al-
gorithm represents the divisive approach [17, 19].
On the other hand, the density-based algorithms can
discover clusters of arbitrary shapes occurring in
datasets and also can remove noise elements. In this
category of algorithms, the Density-Based Spatial
Clustering of Application with Noise (DBSCAN) is
the most well-known algorithm [6]. This original
algorithm has many various modifications and ex-
tensions, e.g. [2, 4, 5, 15, 21, 27]. The DBSCAN
algorithm requires two input parameters, i.e. the
eps and MinPts. The determination of these pa-
rameters is difficult and their right choice is a fun-
damental issue. In literature, some methods have
already been proposed, e.g. [12]. The last cat-
egory, i.e. the grid-based approach includes al-
gorithms such as e.g. the Statistical Information
Grid-based (ST ING) or Wavelet-based Clustering
(WaveCluster) [18, 22, 26]. This kind of algorithms
is very effective, because it can handle different
types of datasets and also remove noise elements.
However, the clustering results depend on the ap-
propriate division of the data space into a certain
number of cells. Then the algorithm performs re-
quired operations on the cells.

In this paper, a new grid-based clustering algo-
rithm is presented. This algorithm makes it possible
to discover clusters of arbitrary shapes in datasets
and it also removes noise elements. Moreover, the
number of grid cells is calculated based on an anal-
ysis of changes in the distances between each el-
ement of the dataset and its k-th nearest neigh-
bor. This paper is organized as follows: Section 2
presents related papers. In Section 3 the new clus-
tering algorithm is described in detail while Sec-

tion 4 illustrates experimental results obtained on
datasets. Finally, Section 5 presents conclusions.

2 Related works

In grid-based clustering algorithms, the data
space is divided into a number of cells that form
a grid, and then they perform clustering on the grid
structure. These kinds of algorithms have an ad-
vantage over other approaches because they pro-
cess grid cells and not all data elements. Thus,
the time complexity is low and mostly depends on
the number of grid cells. The quality of results of
the grid-based clustering method depends on the
right choice of the number of grid cells. A well-
known grid-based algorithm is STING (STatistical
INformation Grid)[26]. In this algorithm rectangu-
lar cells and a hierarchical structure are used. There
are several levels of cells corresponding to differ-
ent levels of resolution. Moreover, some statistical
parameters such as mean, maximum, minimum and
data distribution are computed. The next important
grid-based algorithm is Wave Cluster [22], which is
used to find clusters in large spatial datasets. First,
a multidimensional grid is imposed on to the data
space. The original features are transformed by
the wavelet transform and next dense regions are
found. The wavelet transform is a signal process-
ing technique used to decompose a signal into a
different frequency. In turn, the CLIQUE (Cluster-
ing In QUEst) recursive joins cells when the den-
sity of cells exceeds a given threshold [1]. Another
clustering technique that combines the grid-based
and density approaches to clustering datasets is the
ASGC (Axis Shifted Grid Clustering Algorithm ).
This method uses two grid structures and density
cells . The second grid structure is formed by shift-
ing the coordinate axis and if the density of the
cells exceeds the threshold, all the nearest cells are
grouped to form clusters. Moreover, in the literature
there are also described modifications of the DB-
SCAN algorithm based on a grid-based approach
[14, 9, 13], which usually require a smaller time
complexity than the original DBSCAN algorithm.
However, this kind of algorithms often suffers from
a few problems, i.e. neighbor explosion and merg-
ing redundancies. The GDCF (Grid-based DB-
SCAN with Cluster Forest) algorithm is proposed
to address these problems [2]. This algorithm can
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Algorithm 1: The new grid based clustering algorithm (GBCN)

Input : gMatrix - this matrix contains the same number of cells as the grid and the number of
data items belonging to a cell of the grid is written to the respective cell of the matrix,
cellVector - this vector contains the numbers of the non-empty cells of gMatrix

Output: a set of clusters saved in the clustersList

1 Make a copy of gMatrix : cMatrix ← gMatrix ;
2 Create empty vectors : tVector, t, cellsAround ;
3 Create an empty list of clusters : clustersList ← /0 ;
4 Initialize the number of clusters : c ← 0 ;
5 while length of cellVector > 0 do
6 Increase the number of clusters : c ← c+1 ;
7 Add the number of the non-empty cell of gMatrix to clustersList [c] from cellVector [1] :

clustersList[ c]← cellVector[1] ;
8 Delete the content of the cell of gMatrix indicated by cellVector [1] :

gMatrix[ cellVector[1]]← 0 ;
9 Add to tVector the numbers of the non-empty gMatrix cells located around the cell indicated

by cellVector[1] ;
10 if length of tVector > 0 then
11 Add the numbers of the gMatrix cells from tVector to clustersList [c]:

clustersList[c]← clustersList[c]+ tVector ;

12 Remove the first element from cellVector: cellVector [-1] ;
13 while length of tVector > 0 do
14 Delete the content of the gMatrix cell with the numbers given by tVector :

gMatrix[tVector]← 0 ;
15 foreach poz ∈ tVector do
16 Find the numbers of the non-empty gMatrix cells around the cell indicated by the poz,

the numbers are saved in the cellsAround vector ;
17 if length of cellsAround > 0 then
18 Add the numbers of the gMatrix cells from the cellsAround to the t vector :

t ← t + cellsAround ;
19 Delete the content of the gMatrix cell with the numbers given by cellsAround :

gMatrix[cellsAround]← 0 ;
20 Delete the numbers from the cellsAround vector : cellsAround ← /0 ;

21 Remove the element which includes the number of poz from the cellVector;

22 Update the content of tVector : tVector ← t ;
23 Delete the numbers from t vector : t ← /0 ;
24 if length of tVector > 0 then
25 Add the numbers of the gMatrix cells from tVector to clustersList [c] :

clustersList[c]← clustersList[c]+ tVector ;
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reduce an excessive amount of redundant merging
computation.

3 The novel grid based clustering
algorithm

In this Section, a detailed description of the
novel grid-based clustering algorithm called Grid-
Based Clustering with Noise (GBCN) is presented.
This new algorithm applies some concepts taken
from the DBSCAN algorithm, e.g. it uses the radius
of the neighborhood, which is also very important
in the DBSCAN algorithm. Usually, this parame-
ter is determined by the distance function denoted
as the kdist . This function calculates distances be-
tween each element of a dataset and its k-th nearest
neighbor. The number of the k-th nearest neighbors
is an input parameter of the kdist function and it is
marked by k.

Figure 1. An example of a 2-dimensional dataset
consisting of two clusters.
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Figure 2. Sorted values of the kdist function (k = 4)
for the example dataset.

As mentioned above, in the grid-based algo-
rithms, the grid structure is created, i.e. the data
space is partitioned into a finite number of cells.
The size of a grid is the key parameter of this kind of
algorithms. Sometimes the grid structure is defined
arbitrarily, e.g. the number of cells equals 50x50 or
60x60 can be the right choice for some datasets, but
in the new proposed approach the kdist function is
used to determine the size of the grid. Moreover,
similar to the DBSCAN algorithm, a minimal num-
ber of elements that create clusters is defined and
it is equal to 5. Such value is often used in vari-
ous experiments where the DBSCAN algorithm is
applied. The clusters with the number of elements
smaller than 5 are regarded as noise. Moreover, the
k parameter, i.e. the number of the nearest neigh-
bors for the kdist function is equal to 4 if the min-
imal number of elements in a cluster is 5. Let us
denote the 2-dimensional dataset by X and xm ∈ X ,
where m = 1, ...,n. The number of elements n of X
is also specified by |X |.

For a grid-based algorithm the key issue is the
choice of the size of a grid, i.e. the number of cells
in the grid structure. In this new proposed approach,
first the minimal and maximal values are calculated
in each dimension of the X and they are marked as
xmin1, xmin2, xmax1 and xmax2, respectively. Next, the
two ranges are defined as follows:

range1 = xmax1 − xmin1
range2 = xmax2 − xmin2

(1)

The number of cells in the grid is calculated based
on the range = max{range1,range2} parameter
and the kdist function. It equals vc ∗ vc, where vc

is the number of intervals and it is defined as fol-
lows:

vc =
range

kdist (sstart)
(2)

where the value of the kdist(sstart) function is calcu-
lated based on the sorted values of the kdist function.
Let us use an example artificial dataset to explain in
detail the way of determining of sstart . For instance,
Figure 1 shows an example of a 2-dimensional data
set consisting of two clusters which contain 200 and
500 elements, respectively. Moreover, elements of
the data set are scaled (by the scale() function from
the R package). The kdist function (for the k=4) is
used to determine all the distances between each el-
ement of the dataset and its k-th nearest neighbors.
Then, the results are sorted in an ascending order,
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and Figure 2 presents these results. It can be ob-
served that there is a place called the ”knee”, where
the start value of the ”knee” is marked by the dotted
line. This value is defined by kdist(sstart), and sstart

is expressed as follows [25]:

sstart = |Sdist |−n (3)

where the set Sdist includes all the calculation dis-
tances by the the kdist function, |Sdist | is the number
of the elements of Sdist , and n is the number of the
elements of the X dataset.

Thus, in this new method the data space is di-
vided into the number of cells equal to vc ∗ vc. For
instance, the vc value is 55 for the example dataset
presented in Figure 1, and the number of all the cells
equals 3025 (55x55). Then, each element of the
dataset is mapped into the grid.

Figure 3. An example of a data space divided into
grid.

Figure 4. An example of gMatrix.

It is worth noting that sometimes the distances
between clusters can be very small (see Figure
6(g)). In such cases, a grid-based clustering al-
gorithm can put all the data elements in one clus-
ter. This problem can be solved by increasing the

number of grid cells. Thus, if the new proposed
grid-based clustering algorithm creates one cluster,
the number of cells is increased, i.e. vc is doubled
(vc = vc ∗2) and the algorithm is run again.

The workflow of the new grid-based algorithm
(GBCN) is presented by Algorithm 1. First, the in-
put parameters are defined, i.e. gMatrix - this ma-
trix contains the same number of the cells as the grid
and the number of data items belonging to a cell of
the grid is written to the respective cell of the ma-
trix, cellVector - this vector contains the numbers
of the non-empty cells of gMatrix.

Figure 3 presents an example of a dataset,
where the data space is divided into a grid. On the
other hand, Figure 4 shows gMatrix, which has 8
rows, 8 columns and eleven non-empty cells. This
matrix maps data items from the grid (Figure 3).
The cells of the matrix can be marked by mi j, where
i-row and j-column are from 1 to 8 and, e.g. the
m3,2,m4,2,m3,3 and m4,3 cells are non-empty and
their values are equal to 1,2,1 and 4, respectively.
The next input parameter, i.e. cellVector includes
the indices of non-empty cells of gMatrix. For ex-
ample, the {(3,2), (4,2), (3,3), (4,3), (6,4), (6,5),
(7,5), (3,6), (7,6), (2,7), (3,7)} indices make it pos-
sible to indicate the non-empty cells of gMatrix
(see Figure 4). However, cellVector may use an-
other way of the indication of the cells,. e.g.
it can be base on cell numbering. The cells of
the successive columns of gMatrix can be num-
bered in the following way: the cells indicated
by m1,1,m2,1, ...,m8,1 have numbers 1,2, ...,8, the
cells indicated by m1,2,m2,2, ...,m8,2 have numbers
9,10, ...,16, and so on. Such method of cell num-
bering is used in the new algorithm.

When the new algorithm starts, the cMatrix
copy of gMatrix must be made, because it is used
to determine the location of data elements in the
grid after the algorithm is finished. Next, the empty
tVector, t, cellsAround vectors and the empty
clustersList list are created (see lines 1,2 and 3 in
the workflow). The clustersList list saves the cell
numbers belonging to the clusters, the temporary
tVector, t and cellAround vectors are necessary
during the algorithm operation. Initially the num-
ber of clusters c equals 0 (line 4 ). The while loop
(line 5) loops through a block of code as long as the
length of the cellVector is greater than 0. In this
block the number of cluster c is increased by one
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(A) (B) (C)

Figure 5. Modification of the content of the gMatrix example by the new algorithm.

(line 6) and next the number of the cell indicated by
cellVector[1] is added to clustersList[c] (line 7). In
line 8, the content of the cell of gMatrix indicated
by cellVector[1] is deleted, i.e. it equals 0. Then,
the numbers of the non-empty cells of gMatrix lo-
cated around the cell indicated by cellVector[1] are
added to tVector (line 9).

Figure 5 shows the cells of gMatrix located
around a few selected cells. They are marked with
bold squares, e.g. in Figure 5(A), the numbers of
the cells located around cell 11 (it includes 1) are
2,3,4,10,12,18,19, and 20. However, only cells 12,
19 and 20 are non-empty and numbers 12, 19 and
20 can be added to tVector.

If the length of tVector > 0, than the numbers
of cells from this vector are added to clustersList[c]
and then the content of cellVector[1] is deleted
(lines 11-12). The next while loop (line 13) loops
through a block of code as long as the length of
tVector is greater than 0. And again, the content
of the gMatrix cells is deleted (it equals 0) for
the numbers of the cells indicated by tVector (line
14). It is necessary, because these cells cannot be
used later. In the f oreach loop, the numbers of
the non-empty gMatrix cells around the cell indi-
cated by poz are found (line 16) and they are saved
in the cellsAround vector. Next, if the length of
cellsAround is greater than 0, it is added to the t
vector (line 18). The content of the gMatrix cells is
deleted (it equals 0) for the numbers of cells indi-
cated by cellsAroundd and then the numbers from
cellsAround are deleted too (lines 19-20) . In line
21, the element which includes the number of poz
is removed from cellVector. Moreover, the con-
tent of tVector is updated by t (lines 22) and the

numbers of cells are deleted from t (line 23). If the
length of tVector is greater than 0, the cell numbers
from tVector are added to clustersList[c] (line 25).
The while loop loops ends when tVector equals 0.
When the length of cellVector is greater than 0, the
new cluster is created, i.e. c increases by 1, and
all the process is repeated until cellVector = 0 and
then gMatrix has only empty cells. When the al-
gorithm is finished, all the clusters are written into
clustersList and the number of clusters equals the
length of the list. As mentioned above, gMatrix
doesn’t include any values, but for each cluster the
numbers of the cells can be calculated based on
cMatrix and clustersList. Clusters including fewer
than 5 members are regarded as noise.

Figure 5 shows the modification of the content
of the example matrix by the new algorithm. At the
start, the first non-empty cell is chosen, i.e. the cell
of number 11 (includes 1) and the numbers of the
adjacent non-empty cells are determined, i.e. 12,
19 and 20 (see A). Next, the content of cell 11 is
removed (it equals 0). Then, for the number of non-
empty cells, i.e. cell 12 (it includes 2), the numbers
of the adjacent non-empty cells are determined, i.e.
cells 19 and 20 (see B). And again, the content of
cell 12 is removed (it equals 0). Next, the number
of the non-empty cell is 19 (it includes 1) and the
adjacent non-empty cell is cell 20 (see C). The con-
tent of cell 19 is removed (it equals 0). This process
is continued until the example matrix is empty, and
all the clusters are saved.

In the next Section, the results of the experimen-
tal study is presented to confirm the effectiveness of
this new algorithm.
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Figure 5. Modification of the content of the gMatrix example by the new algorithm.
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cells 19 and 20 (see B). And again, the content of
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of the non-empty cell is 19 (it includes 1) and the
adjacent non-empty cell is cell 20 (see C). The con-
tent of cell 19 is removed (it equals 0). This process
is continued until the example matrix is empty, and
all the clusters are saved.

In the next Section, the results of the experimen-
tal study is presented to confirm the effectiveness of
this new algorithm.
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Figure 6. Examples of 2-dimensional artificial datasets: (a) Data 1, (b) Data 2, (c) Data 3, (d) Data 4, (e)
Data 5, (f) Data 6, (g) Data 7, (h) Data 8 and (i) Data 9.



326 Artur Starczewski, Magdalena M. Scherer, Wojciech Książek, Maciej Dębski, Lipo Wang

4 Experimental study

In this Section, several experiments are de-
scribed which were conducted on 2-dimensional ar-
tificial datasets using the GBCN algorithm. It is
worth noting that this algorithm can recognize clus-
ters with arbitrary shapes and different sizes.

Table 1. A detailed description of the artificial
datasets.

Datasets
No. of

Clusters
elements

Data 1 500 4
Data 2 700 6
Data 3 1000 3
Data 4 900 4
Data 5 500 4
Data 6 700 2
Data 7 700 3
Data 8 1200 4
Data 9 1950 7

Table 2. Results of clustering the artificial dataset
by the GBCN algorithm.

datasets
number number number

of of of
intervals clusters noise elements

Data 1 37 4 5
Data 2 44 6 6
Data 3 64 3 17
Data 4 59 4 2
Data 5 51 4 2
Data 6 44 2 0
Data 7 64 3 9
Data 8 71 4 14
Data 9 114 7 25

Moreover, the number of grid cells is deter-
mined automatically. In the experiments are used
various artificial datasets, and visual inspection is
also used for the evaluation of the accuracy of the
GBCN algorithm. Additionally, this algorithm is
compared to the well-known CLIQUE algorithm.

Table 3. Results of clustering the artificial dataset
by the CLIQUE algorithm

datasets
number of density number of
intervals threshold clusters

Data 1 37 0.02 4
Data 2 40 0.01 6
Data 3 40 0.1 3
Data 4 30 0.05 4
Data 5 15 0.1 4
Data 6 15 0.03 2
Data 7 35 0.01 3
Data 8 26 0.09 4
Data 9 36 0.05 7

4.1 Datasets

Table 1 shows a detailed description of nine 2-
dimensional datasets. They are called Data 1, Data
2, Data 3, Data 4, Data 5, Data 6, Data 7, Data
8 and Data 9, respectively. As mentioned above,
they contain varied numbers of clusters (from 2 to
7 clusters) and data elements. These datasets are
presented in Figure 6. It can be observed that the
shapes and distances between the clusters are very
different, i.e. some of the clusters are very close and
far others are from each other. For instance, in Data
3 the elements create three clusters with different
sizes, Data 4 contains elements that create Gaus-
sian, square, triangle, and wave shapes, and Data
6 is the so-called spirals problem, where the points
are on two entangled spirals.

4.2 Experiments

In this Section, the evaluation of the perfor-
mance of the new algorithm GBCN is shown.

As mentioned above, the choice of the number
of cells is very important in grid-based algorithms.
In this new method, this parameter is determined
automatically and it is described in Section 3. It is
worth noting that some elements of a dataset create
noise and should not be considered. For instance,
in the DBSCAN algorithm, the MinPts parameter
specifies the minimum number of elements that can
form a cluster. It is usually 5 because such a choice
of the number of elements guarantees creation of
clusters with different shapes and sizes. In the
GBCN algorithm, the minimal number of elements
is also equal to 5. In conducted experiments the 2-
dimensional artificial datasets are used, i.e.: Data 1,
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(a) (b) (c)
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(g) (h) (i)

Figure 7. Results of the GBCN clustering algorithm for 2-dimensional datasets: (a) Data 1, (b) Data 2, (c)
Data 3, (d) Data 4, (e) Data 5, (f) Data 6, (g) Data 7, (h) Data 8 and (i) Data 9.
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Data 2, Data 3, Data 4, Data 5, Data 6, Data 7,
Data 8 and Data 9 sets. When the number of grid
cells is specified by the new method, the GBCN al-
gorithm is used to cluster the artificial datasets. Fig-
ure 7 shows the results of the algorithm, where each
cluster is marked with different signs. It should
be noted that despite the fact that the differences
of distances and shapes between clusters are sig-
nificant, all the datasets are clustered correctly by
the clustering algorithm. Moreover, the data ele-
ments classified as the noise are marked with a cir-
cle, and their number is small in all the datasets.
Table 2 presents detailed information about the re-
sults of experiments conducted with the use of the
GBCN algorithm. The table shows the number of
used intervals, the number of received clusters, and
the number of the noise elements for individual data
sets. Generally, only one parameter must be calcu-
lated for this algorithm, i.e. the number of intervals
and it is calculated automatically. On the other
hand, the well-known CLIQUE algorithm was used
in experiments on these artificial datasets and it re-
quired two input parameters, i.e. the number of
intervals and the density threshold. In this case, the
calculation of the parameters is not easy. Table 3
presents the results of clustering for the CLIQUE
algorithm, and the parameters which were deter-
mined experimentally.

5 Conclusions

In this paper, a new grid-based algorithm GBCN
is proposed. This algorithm uses input parameters.,
i.e. the number of intervals and the minimal num-
ber of elements in clusters. The first parameter is
determined automatically, i.e by the kdist function,
which computes the distance between each element
of a dataset and its kth nearest neighbor. The dis-
tances are used to calculate the size of the intervals
for each dimensional data and then make it possi-
ble to determine the right number of grid cells. The
next parameter defines the minimal number of ele-
ments in clusters and it is equal to 5. It should be
noted that such value is very often used by the DB-
SCAN algorithm. In the conducted experiments,
several 2-dimensional datasets were used in which
the number of clusters, sizes, and shapes varied
within a wide range. From the perspective of the
conducted experiments, this new grid-based algo-

rithm and the method of determining the number of
intervals are very useful. All the presented results
confirm the high efficiency of the newly proposed
approach.
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Data 2, Data 3, Data 4, Data 5, Data 6, Data 7,
Data 8 and Data 9 sets. When the number of grid
cells is specified by the new method, the GBCN al-
gorithm is used to cluster the artificial datasets. Fig-
ure 7 shows the results of the algorithm, where each
cluster is marked with different signs. It should
be noted that despite the fact that the differences
of distances and shapes between clusters are sig-
nificant, all the datasets are clustered correctly by
the clustering algorithm. Moreover, the data ele-
ments classified as the noise are marked with a cir-
cle, and their number is small in all the datasets.
Table 2 presents detailed information about the re-
sults of experiments conducted with the use of the
GBCN algorithm. The table shows the number of
used intervals, the number of received clusters, and
the number of the noise elements for individual data
sets. Generally, only one parameter must be calcu-
lated for this algorithm, i.e. the number of intervals
and it is calculated automatically. On the other
hand, the well-known CLIQUE algorithm was used
in experiments on these artificial datasets and it re-
quired two input parameters, i.e. the number of
intervals and the density threshold. In this case, the
calculation of the parameters is not easy. Table 3
presents the results of clustering for the CLIQUE
algorithm, and the parameters which were deter-
mined experimentally.

5 Conclusions

In this paper, a new grid-based algorithm GBCN
is proposed. This algorithm uses input parameters.,
i.e. the number of intervals and the minimal num-
ber of elements in clusters. The first parameter is
determined automatically, i.e by the kdist function,
which computes the distance between each element
of a dataset and its kth nearest neighbor. The dis-
tances are used to calculate the size of the intervals
for each dimensional data and then make it possi-
ble to determine the right number of grid cells. The
next parameter defines the minimal number of ele-
ments in clusters and it is equal to 5. It should be
noted that such value is very often used by the DB-
SCAN algorithm. In the conducted experiments,
several 2-dimensional datasets were used in which
the number of clusters, sizes, and shapes varied
within a wide range. From the perspective of the
conducted experiments, this new grid-based algo-

rithm and the method of determining the number of
intervals are very useful. All the presented results
confirm the high efficiency of the newly proposed
approach.

Acknowledgements

The paper is financed under the program of
the Polish Minister of Science and Higher Edu-
cation under the name ”Regional Initiative of Ex-
cellence” in the years 2019-2022; project number
020/RID/2018/19; the amount of financing PLN
12,000,000.00.

References
[1] Agrawal R., Gehrke J., Gunopulos D., Raghavan

P.: Automatic subspace clustering of high dimen-
sional data for data mining applications. SIGMOD
Rec., vol. 27, pp. 94-105 (1998).

[2] Boonchoo T., Ao X., Liu Y., Zhao W., He Q.: Grid-
based DBSCAN: Indexing and inference. Pattern
Recognition, Vol. 90, pp.271-284 (2019).

[3] Bradley P., Fayyad U.: Refining initial points for
k-means clustering. In Proceedings of the fifteenth
international conference on knowledge discovery
and data mining, New York, AAAI Press, pp. 9-15
(1998).

[4] Chen Y., Tang S., Bouguila N., Wanga C., Du
J., Li H.: A fast clustering algorithm based on
pruning unnecessary distance computations in DB-
SCAN for high-dimensional data. Pattern Recogni-
tion, Vol.83, pp.375-387 (2018).

[5] Darong H., Peng W.: Grid-based dbscan algorithm
with referential parameters. Physics Procedia, 24,
Part B, pp.1166-1170 (2012).

[6] Ester M., Kriegel H.P, Sander J., Xu X.: A density-
based algorithm for discovering clusters in large
spatial databases with noise, In Proceeding of 2nd
International Conference on Knowledge Discovery
and Data Mining, pp. 226-231 (1996).
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Data 8 and Data 9 sets. When the number of grid
cells is specified by the new method, the GBCN al-
gorithm is used to cluster the artificial datasets. Fig-
ure 7 shows the results of the algorithm, where each
cluster is marked with different signs. It should
be noted that despite the fact that the differences
of distances and shapes between clusters are sig-
nificant, all the datasets are clustered correctly by
the clustering algorithm. Moreover, the data ele-
ments classified as the noise are marked with a cir-
cle, and their number is small in all the datasets.
Table 2 presents detailed information about the re-
sults of experiments conducted with the use of the
GBCN algorithm. The table shows the number of
used intervals, the number of received clusters, and
the number of the noise elements for individual data
sets. Generally, only one parameter must be calcu-
lated for this algorithm, i.e. the number of intervals
and it is calculated automatically. On the other
hand, the well-known CLIQUE algorithm was used
in experiments on these artificial datasets and it re-
quired two input parameters, i.e. the number of
intervals and the density threshold. In this case, the
calculation of the parameters is not easy. Table 3
presents the results of clustering for the CLIQUE
algorithm, and the parameters which were deter-
mined experimentally.
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In this paper, a new grid-based algorithm GBCN
is proposed. This algorithm uses input parameters.,
i.e. the number of intervals and the minimal num-
ber of elements in clusters. The first parameter is
determined automatically, i.e by the kdist function,
which computes the distance between each element
of a dataset and its kth nearest neighbor. The dis-
tances are used to calculate the size of the intervals
for each dimensional data and then make it possi-
ble to determine the right number of grid cells. The
next parameter defines the minimal number of ele-
ments in clusters and it is equal to 5. It should be
noted that such value is very often used by the DB-
SCAN algorithm. In the conducted experiments,
several 2-dimensional datasets were used in which
the number of clusters, sizes, and shapes varied
within a wide range. From the perspective of the
conducted experiments, this new grid-based algo-

rithm and the method of determining the number of
intervals are very useful. All the presented results
confirm the high efficiency of the newly proposed
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