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RENEWABLE ENERGY AND SUSTAINABLE DIGITALISATION:   
CHALLENGES FOR EUROPE 

Abstract:  The key to a successful strategy for Europe is sustainable innovation. The current political, economic 
and military crisis should be used to accelerate the shift to sustainable innovations in order to exit the path 
dependency of fossil energies. Such as diversity of portfolios at stock markets, diversity of energy and digital 
technologies ensures resilient behaviour in an innovation portfolio to respond flexibly to the risks of the future and 
to recover overall in the event of selective setbacks. Sustainable technologies must not be based on a single 
solution, but rather the entire technological potential must be bundled in an innovation portfolio. A case study is 
presented in which energy-efficient digitalisation is linked to a sustainable circular economy. A democratic legal 
system is not only an expression of the human rights highlighted in the UN Charter, but also provides a certain and 
reliable legal framework for innovations and markets on which technological and economic competition takes 
place. 
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Introduction 

Against the background of the current ecological, economic, political and military 
world situation, it becomes glaringly obvious what has been seriously lacking in the recent 
past - strategic thinking. The era of visual flight and short-term political and economic 
interests led to disaster. Others seized the moment for their long-term strategies and 
interests. What can we do on the part of science, research, education and training? Answer: 
Learn to think strategically, because only on this basis can responsibility be implemented. 

The key to a successful strategy for Europe is called sustainable innovation. People 
tend to prefer not to leave familiar and hitherto successful development paths than to focus 
on new innovation. Success and profits lead to a feedback loop of self-reinforcement of 
entrenched processes, so that stakeholders become blind to changes in the ecological, 
economic, and political environment.  The economists Brian Arthur and Joseph Schumpeter 
spoke of "path dependency" in this context [1].  

This "path dependency" is dramatically demonstrated in the recent past, when those 
responsible in politics and business brought European countries (e.g., Germany) into the 
energy policy dependency of essentially one country. The proven profits from fossil fuels 
such as gas, oil and coal were tempting, although there was no lack of strategic warnings 
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against blind trust in the dominant supplier. But every small shareholder knows that one 
should never rely on a single equity line, however tempting it may be in the short term.  
A good portfolio is characterised by diversity and variety in order to make a good long-term 
cut despite all crises. 

The thesis is therefore that the pressure of the current political, economic and military 
crisis should be used to accelerate the shift to sustainable innovations in order to exit the 
path dependency of fossil energies. This is to solve the real big problem of this planet - the 
global environmental and climate crisis (Section 2). As in politics, however, the focus must 
not be on a single solution, but on bundling the entire technological potential in an 
innovation portfolio. 

Future technologies, like shares, are also bets on the future. For this purpose, the 
advantages and disadvantages of e.g. solar and wind energy, hydropower, hydrogen, 
nuclear and fusion energy must be weighed against each other for Europe and combined  
in a "hybrid" energy system in order to orient the European innovation portfolio towards  
a sustainable future (Section 3). Diversity also ensures resilient behaviour in an innovation 
portfolio to respond flexibly to the risks of the future and to recover overall in the event of 
selective setbacks. 

Energy supply chains are just one example of complex networks of modern civilisation 
whose vast amounts of data and information cannot be managed without digitalisation and 
artificial intelligence (AI) (Section 4). However, digitisation requires a huge amount of 
energy, which differs for different computer technologies. As in the energy issue, 
digitisation must not be based on a single solution, but rather the entire technological 
potential must be bundled in an innovation portfolio. Therefore, classical digitisation and 
artificial intelligence together with future technologies such as neuromorphic computing 
(following the energy-saving mode of natural brains) must be considered as well as 
quantum computing, quantum communication and quantum technology. For this purpose, 
advantages and disadvantages of digital and analogue technologies must be weighed against 
each other for Europe and combined in a "hybrid" IT and AI, so that this European 
innovation portfolio is also oriented towards a sustainable future together with the energy 
issue. 

An innovation portfolio is made up of basic, bridging and future technologies that need 
to change, be abandoned and replaced by new ones in the short and medium term.  
An innovation portfolio is therefore dynamic and must be constantly shaped. 
Methodologically, this is done by drawing on the mathematical theory of complex systems 
and non-linear dynamics, which can be used to model complex systems and networks in 
nature, the economy and society and which the author has been working with for decades. 
On this basis, chaos and risks become assessable in early warning systems and convertible 
into strategic action. 

In Section 5, a case study is presented in which energy-efficient digitalisation is linked 
to a sustainable economic system. A sustainable circular economy can only be realised 
through support with digital tools due to the immense amounts of data.    

However, the recent political, economic and military crisis also shows that strategic 
thinking and action cannot be limited separately to individual branches of research, 
technology and business. Innovation strategies are in global conflict with political world 
systems. Innovation systems are an expression of different value systems in, for example, 
the USA, Russia, China and Europe (Section 6). The free democratic constitutional state is 
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not only an expression of the human rights highlighted in the UN Charter, but also provides 
legal certainty for innovations and markets on which economic competition takes place.  

1. Energy technology and sustainability 

Key sectors for the future of Europe are energy and information technology.  
On 24 February 2022, the state of Europe was revealed when the Russian Federation broke 
international law and invaded the sovereign state of Ukraine. Public awareness of  massive 
dependence on Russian imports of fossil fuels such as gas, oil and coal was brought into 
sharp focus. In, e.g., Germany 2021, it accounted for 55 % of gas imports, almost  
50 % hard coal and 35 % crude oil. If, for example, the gas supply were to come to  
a complete standstill, the chemical industry would be deprived of a basic supply. However, 
the chemical industry is at the beginning of many production chains in the national 
economy. An interruption at this sensitive point could therefore trigger a chain reaction in 
the sense of complex system dynamics, which would build up to global collapses of the 
entire economic system.  

Instead of unilateral dependence, the first step is therefore to achieve security of supply 
with fossil fuels through diverse suppliers and providers. In short, it is about replacing 
monopolies of supply with diversity. Liquefied natural gas (LNG) lends itself to this, as this 
form of energy can be transported worldwide from different countries and continents by 
ships to central liquid gas terminals in European locations. 

In addition to securing raw materials, the stability of energy networks must be ensured. 
An energy grid is a typical example of a complex dynamic system that is usually non-linear 
with many interactions of the supply nodes [2]. To be able to cope with an unforeseen 
failure in individual sub-areas, redundancies should be built in and resilience strategies 
should be considered. Resilience in a complex dynamic system means that temporary 
disturbances of the equilibrium can be absorbed and the system returns to its equilibrium by 
itself after a certain time. Redundant supply chains can absorb temporary failures and 
enable resilience. Electricity storage and demand must be sufficiently flexible to 
compensate for supply and demand fluctuations. 

However, fossil fuels are only bridges towards a sustainable energy supply. Under the 
impact of the Ukraine war, European countries have already announced their intention to 
achieve 100 % electricity generation from renewable energies - the 24 February 2022 as  
a catalyst for an accelerated innovation dynamic. On the one hand, the expansion of 
renewable energies is a question of financial incentive for investors, who have to decide 
which advantages and disadvantages various remuneration models for these energies entail 
[3, 4]. In the short term, however, the cumbersome and lengthy planning and approval 
procedures are a considerable obstacle to the rapid introduction of renewable energies.  
To this end, the legal framework must be reformed in the short term.  

In addition, there are characteristics of renewable energies that make a balanced overall 
energy supply network difficult. Renewable energies with wind and solar plants are 
weather-dependent. Energy production therefore fluctuates and can only be regulated and 
calculated to a limited extent. In addition to the high initial investment costs, there is also 
an investment risk with wind or solar plants, for example, which can influence the cost 
structure with high marketing prices through risk premiums. Such and other feedback 
effects lead to complex system dynamics that need to be carefully examined [5]. One 
instrument to control the innovation dynamics are market premiums, which are set through 
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tenders. To guarantee greater price certainty, minimum and maximum prices for emission 
certificates can also be set. Here, however, national unilateral action is not sufficient; 
instead, embedding in a comprehensive EU emissions trading system is necessary. 

24 February 2022 thus underlines the urgency of developing a European supply 
network according to the laws of complex system dynamics and the demands of 
sustainability [6]. In addition to the renewable energies already available, such as solar, 
wind and hydro, hydrogen, nuclear and fusion energy must also be considered in an overall 
European perspective. In the end, Europe will need a hybrid network of these technologies 
to maximise sustainability and independence. 

2. Hybrid energy systems as sustainable innovation portfolio 

Each of the existing forms of energy has advantages and disadvantages that need to be 
weighed against each other. In the end, it will come down to a balanced portfolio that best 
takes into account the demand situation and future contingencies. Natural gas, due to its 
lower CO� emissions compared to oil, is an important source for the transition to the 
development of viable alternatives. 

Renewable energy should be used as much as possible, but without forgetting that for 
any energy source to be considered a major source, it must be abundant and reliable. At the 
same time, hydropower will be an important resource in the coming years.  
The development of technologies to promote biofuels, biomass or techniques such as waste 
to fuel is also being promoted.  

In countries like Italy, about 30 million tonnes (tonne = 10 Mg = 106 g)  of waste are 
generated every year, of which 14 million tonnes are correctly separated. Of these, about  
7 million tonnes are OFMSW (Organic Fraction of Municipal Solid Waste) [7]. Currently, 
it is mainly used to produce compost for agriculture and, to a lesser extent, biogas.  
A combination of well-separated waste management and more waste-to-fuel plants across 
Italy could produce about one billion litres of bio-oil annually, equivalent to about 6 million 
barrels of crude oil per year.  

Hydrogen, especially green hydrogen, will play an important role as a bridging 
technology in the coming years [8-11]. However, this will require research and innovation 
to bring costs down. Nuclear energy has an advantage: it can supply large amounts of 
energy constantly (24 hours a day) and in a controllable way. This would be possible even 
under extreme conditions, such as those found in space or in the deep sea. Hydroelectric 
and geothermal plants can supply energy continuously under earth conditions. However, 
they require special territorial conditions that not all countries have.  

To better understand the importance of nuclear energy, it is necessary to understand 
how the demand for electricity is structured. Production must be able to guarantee grid 
stability. Demand fluctuates considerably during the day: it reaches its minimum at night, 
increases during the day and usually peaks before dinner. Electricity consumption can 
therefore be divided into two parts: a constant consumption that is present at every hour of 
the day (base load) and only consumption during peak hours (peak load). Most of the 
technologies that carry the base load today are fossil fuel power plants that need to be 
gradually replaced to meet the emission reduction target. 

It would stand to reason that renewable energy sources such as wind and solar could be 
a good substitute. However, relying on them all over the world would also bring technical 
difficulties: The wind does not always blow in different regions of the earth, the sun fails at 
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night or the sky has different cloud cover. Since these are therefore fluctuating sources that 
can only be predicted to a limited extent, storage systems for energy are necessary and/or 
complementary technologies that are able to compensate for a possible drop in production 
quickly and without  CO� emissions.  

An energy system with a high share of variable renewable energy would increase 
energy costs for individuals and industry. Therefore, if the goal is to reduce emissions 
where large amounts of hydropower and geothermal energy are not available, nuclear 
energy promises to be an efficient solution to replace fossil fuel power plants in the 
production of base-load energy. The prerequisite, however, is that the risks of nuclear 
power plant operation are manageable with the storage problems of nuclear waste [12]. 

Nuclear energy is to be considered worldwide not only for the achievement of climate 
goals, but also with regard to the reliability of national energy systems. Looking ahead to 
24 February 2022, it reduces a country’s dependence on energy imports to meet its energy 
needs. Waste disposal remains a central problem. But here, too, a differentiated assessment 
is necessary, taking into account the diverse types of reactors and their respective 
technologies and innovations [13].  

Finally, Europe must find an overall portfolio for sustainable energy production and 
supply. Such an overall portfolio with its various initial, bridging and future technologies is 
in constant flux, depending on the state of development of the individual sub-technologies. 
We therefore also speak of a dynamic innovation portfolio. At the national level, the 
different geological, climatic, economic and political conditions must be taken into account. 
The diversity of highly mature energy innovations could prove to be a locational advantage. 
It is noteworthy that there is complete acceptance of fusion reactors as a future technology 
throughout Europe [14-16]. Indeed, this would be the ultima ratio, to be able to produce 
"solar energy" on an unlimited scale, largely without waste and risk on earth.  

Achieving the climate goals would theoretically be possible without further investment 
in nuclear energy. However, excluding this energy source from the overall portfolio would 
require a much greater mobilisation of other resources. If it were decided between now and 
2040 to stop investing in nuclear energy, the missing electricity generation would have to 
be compensated by an amount of wind and solar energy equivalent to five times the total 
capacity installed worldwide in the last 20 years [17].  

In the end, it is a matter of a complex energy system that is diverse and multifaceted, 
has sufficient redundancies to compensate for local failures, and responds resiliently to 
disruptions in order to stabilise itself again afterwards. The interactions of bridging 
technologies and renewable energies must be well interconnected in a hybrid system to 
achieve sustainable development dynamics. Finally, the supply systems must be 
controllable by an intelligent "nervous system" as in a complex organism. This is achieved 
by the key technologies of information and communication technologies, which will now 
be discussed. 

3. Information technology and sustainability 

Information and communication networks are the background of a worldwide 
automation through artificial intelligence. In the future, enormous computer capacities will 
be necessary to cope with the huge amounts of data of this civilisation. The complexity of 
life, its misunderstood interrelationships, its sensitivity and vulnerability, which is evident 
in diseases such as cancer as well as in viral pandemics, requires new tools in life sciences 
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and medicine. Here, bioinformatics will increasingly have to rely on machine learning and 
suitable computer and storage capacities. The same applies to the management of global 
financial and economic crises, which require early warning systems. Thus, information and 
communication networks are converging with the big other high-tech hype, artificial 
intelligence.  

The digitalisation of human civilisation requires a tremendous amount of energy. 
Computer technology and information and communication networks cannot therefore be 
seen separately from the energy consumption of this civilisation. At the same time, this 
highlights the ecological dimension of digitalisation, as fossil energies are a burden on the 
environment. What can we learn from nature, which has produced extremely effective and 
energy-saving brains and nervous systems in evolution? This is where neuromorphic 
computing comes into play, whose computer architectures are modelled on the brains of 
evolution. Instead of energy-guzzling von Neumann architectures of classical computers 
from smartphones and PCs to supercomputers, computing units are now used that still work 
on hardware but according to the efficient methods of neurons and synapses in brains. 
Instead of total digitisation, they also use the advantages of analogue processes as known 
from living organisms. 

After electrification and digitalisation in the 20th century, the quantisation of 
communication and supply networks is now on the agenda. This is happening gradually and 
not "disruptively". The universal quantum computer will also not "disruptively" replace 
classical computer technology, but will increasingly be embedded in classical and 
neuromorphic computer structures and solve new tasks that were excluded with these 
methods. There is already talk of "ecological" and hybrid computer networks gradually 
spreading across the world [18]. 

Turing’s definition of Artificial Intelligence 

Traditionally, AI (artificial intelligence) has been conceived as a simulation of 
intelligent human thought and action [19]. According to the definition of the British 
computer pioneer and logician Alan Turing (1950), a system should be called "intelligent" 
if it cannot be distinguished from a human in its responses and reactions by a test subject. 

Symbolic AI: logic and deduction 

Intelligence is traditionally associated with logical thinking and problem solving. In an 
initial phase, AI was therefore oriented towards formal (symbolic) calculi of logic, with 
which solutions to problems can be derived in a rule-based manner. This is why we also 
speak of symbolic AI. A typical example is automatic proof with logical deductions, which 
can be realised with computer programmes. Automation also means autonomy to a certain 
degree, since computer programmes take over the proof activities of a mathematician. 
Knowledge-based expert systems are computer programs that store and accumulate 
knowledge about a specific field, automatically draw conclusions from the knowledge to 
offer solutions to concrete problems in the field. Unlike human experts, however, the 
knowledge of an expert system is limited to a specialised information base without general 
and structural knowledge about the world [20].  

To build an expert system, the expert’s knowledge must be put into rules, translated 
into a program language and processed with a problem-solving strategy. The architecture of 
an expert system therefore consists of the following components: Knowledge base, 
problem-solving component (derivation system), explanation component, knowledge 
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acquisition, dialogue component. In this architecture, the limits of symbolic AI become 
clear at the same time: abilities that cannot or can only with difficulty be captured 
symbolically and simulated rule-based remain closed to symbolic AI. 

Subsymbolic AI: statistics and induction 

Sensory and motor skills are not logically derived from textbook knowledge, but are 
learned, trained and practised from examples. In this way, we learn to move motorically 
and to recognise patterns and correlations in a multitude of sensory data, which we can use 
to orient our actions and decisions. Since these abilities do not depend on their symbolic 
representation, we also speak of subsymbolic AI. The formal conclusions of logic are now 
replaced by the statistics of the data. In statistical learning, general dependencies and 
correlations are to be deduced from finitely many observational data by algorithms [21]. 
Deduction in symbolic AI is thus replaced by induction in sub-symbolic AI. For this 
purpose, we can imagine a natural science experiment in which a series of changed 
conditions (inputs) are followed by corresponding results (outputs). In medicine, it could be 
a patient who reacts to medication in a certain way. 

Learning with neural networks 

Neural networks with learning algorithms play a key role in the automation of 
statistical learning [22]. Neural networks are simplified computational models of the human 
brain in which neurons are connected with synapses. The intensity of the neurochemical 
signals sent between the neurons are represented in the model by number weights. 
Probabilistic networks experimentally bear a strong resemblance to biological neural 
networks. If cells are removed or individual synapse weights are changed by small 
amounts, they prove to be fault-tolerant to minor perturbations, as the human brain is, for 
example, in the case of minor accidental damage. The human brain works with layers of 
parallel signal processing. For example, between a sensory input layer and a motor output 
layer, there are internal intermediate steps of neuronal signal processing that are not 
connected to the outside world.  

Artificial neural networks are extremely effective for processing complex problems 
(real world problems). What is missing, however, are specifications and standards for the 
safety of their outputs. For this, the black box of neural networks must be better understood, 
controlled and verified [23]. However, the verification of neural networks is a hard 
knowledge problem: even the proof of simple properties turns out to be NP-complete in the 
context of complexity theory. The reasons for this are the size of the practically applied 
networks (scaling) and the non-linear activation functions of their neurons, which cannot be 
comprehended by humans on this scale and at this speed. Since neural networks are also 
subject to the dynamics of complex systems, they are often sensitive to small disturbances 
and changes in their inputs, which can build up to uncontrollable effects. The robustness 
and stability of the networks is therefore closely related to their security. 

AI-Systems as service systems  

However, AI programmes are now not only appearing in individual robots and 
computers. Algorithms capable of learning already control the processes of a networked 
world with exponentially growing computing capacity. Without them, it would be 
impossible to cope with the flood of data on the internet, which is generated by billions of 
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sensors and networked devices. So because of the sensors, things are now communicating 
with each other and not just people. This is why we speak of the Internet of Things (IoT) 
[24]. 

In medicine and the healthcare system, large hospital centres are examples of such 
complex infrastructures, whose coordination of patients, doctors, medical staff, technical 
devices, robotics and other service providers would no longer be controllable without IT 
and AI support.  

The safety-critical challenges that have just been discussed will become even more 
acute in such infrastructures. Beyond that, however, there is the question of the role of 
humans in a more or less automated world. I therefore advocate technology design that goes 
beyond technology assessment. The traditional view of simply letting the developers work 
and assessing the consequences of their results at the end is not enough, based on 
experience. In the end, the child may have fallen into the well and it is too late. It is true 
that innovation cannot be planned. But we can set incentives for desired results. Ethics 
would then not be a brake on innovation, but an incentive for desired innovation. Such an 
ethical, legal, social and ecological roadmap of technology design for AI systems would 
correspond to the basic idea of the social market economy, according to which a scope for 
competition and innovation is set. The benchmark remains the dignity of the individual 
human being, as laid down in the Basic Law of the Constitution as the supreme axiom of 
parliamentary democracy. 

This ethical positioning in the global competition of AI technology is by no means 
self-evident.  For the global IT and AI corporations of Silicon Valley, it is ultimately about 
a successful business model, even if they promote IT infrastructures in less developed 
countries under terms and conditions they dictate. But the other global competitor is China, 
which strictly follows a state monopolism in the Silk Road project [25]. The Chinese Social 
Core project is closely linked to the ambitious goal of producing the world’s fastest 
supercomputers and most powerful AI programmes. This is the only way to realise the 
Social Core with total data collection of all citizens and their central evaluation. 

Total state control of private data may shock Western observers, but it is accepted in 
wide circles of China’s population.  The reason is, on the one hand, greater efficiency in 
solving global threats such as epidemics. This includes direct access to all kinds of medical 
data for medical research. In addition, there is another tradition of values that has been 
practised in China for centuries: In that country’s Confucian tradition, the supreme standard 
of value is collective harmony and security, rather than the autonomy of the individual with 
enforceable rights to freedom [26].     

The proclamation of individual human rights is deeply rooted in the philosophical 
tradition of European democracies. We do need certified AI algorithms as a reliable service 
for coping with the complexity of civilisation. However, it is also crucial to strengthen 
human judgement and value orientation so that algorithms and Big Data do not get out of 
hand. In the global competition of AI systems, we should be able to shape our lives 
according to our own values. 

4. Hybrid IT systems as sustainable innovation portfolio 

Each technology has advantages and disadvantages that need to be weighed against 
each other. In addition, technologies prove to be bridges to new and more efficient 
solutions. They are therefore always "bridging technologies". In such a situation, it would 
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be extremely unwise to bet only on an existing technology or to hope for the future. As with 
shares, it is important to network a portfolio of different technologies in order to have  
a good cut in case of failures and misjudgements of individual parts. Such an innovation 
portfolio is also in dynamic change and needs to be maintained and cared for. 

Hybrid AI = symbolic AI + subsymbolic AI 

A dynamic innovation portfolio is required for energy technologies, as shown in the 
previous sections, but also for computer technologies and the information and 
communication systems based on them with artificial intelligence. Subsymbolic AI aims 
primarily at pattern recognition, as it occurs in organisms in perceptual processes, while 
symbolic AI maps the logical thinking and reasoning of the human mind (e.g. in expert 
systems). The combination of both approaches is called hybrid AI and thus comes closer to 
human intelligence than the reduction to one of the two approaches [27]. 

Hybrid computing = Classical computing + Quantum computing 

A hybrid connection is also desirable for classical computing from smartphones and 
PCs to supercomputers with quantum computing [28]. Quantum computing, when mature, 
will not "disruptively" replace classical computing. Rather, the functions of quantum 
computing will be embedded in classical mainframe computers to solve typical tasks in 
conjunction with classical procedures. Because of the tremendous increase in computing 
speed, tasks with enormous amounts of data will come into consideration (e.g. climate 
models, traffic models, brain simulation, elementary particle physics, galaxies, etc.). This 
also applies to the already existing D-Wave computers, which are not based on circuits with 
quantum logic gates like quantum computers, but solve optimisation tasks through adiabatic 
computing as in thermodynamics. The difference to classical adiabatic computing is that 
thousands of quantum bits are already used, albeit simulated on conventional mainframe 
computers. So it is again about solving special tasks ("optimisation tasks") with special 
methods ("adiabatic computing with quantum bits") embedded in classical computer 
systems. 

Hybrid computing = Analog computing + Digital computing 

Before universal programmable digital computers laid the foundation for modern 
digitisation in the 1940s, analogue computers were used, which were also designed to solve 
specific tasks. The idea of analogue computers is ancient [29]: For example,  
a technical-mechanical model ("analogue") of the physical planetary system was built to 
determine constellations of the planets. As early as the first century B.C., Greek 
mathematicians had presented such an analogue computer with the mechanism of 
Antikythera, which could perform such calculations by adjusting a gear mechanism for 
assumed celestial spheres. With the advent of electrical engineering, tubes, transistors, etc. 
could be used to realise computational tasks. In the case of a differential or integral 
equation, the arithmetic operators, e.g. multiplying, adding, integrating, differentiating, 
were represented by corresponding ("analogue") electrotechnical units and technically 
connected with each other to solve the task. The mathematical equation can be understood 
as a circuit diagram for the analogue technical-physical model with which the solutions are 
calculated. 
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An analogue computer therefore needs a large number of computing elements to 
represent all the different operations, quantities and links in tasks "analogue". In contrast,  
a digital computer needs only a few computing units, which must be processed extremely 
quickly one after the other with very simple commands. It is the bits 0 and 1 with a few 
operations of adding, subtracting and multiplying bits that can be linked in a few logical 
gates to form highly complex circuits. For an addition task, a digital computer must first 
read the bit sequence for the command "Add" from a memory and execute it. The addends 
must also be read from a memory as bit sequences before the operation is performed on the 
addends.  

All of this costs time and energy, which is multiplied by millions and millions of 
calculation steps for individual bits.  An analogue computer does not need a von Neumann 
architecture with separate memory, control and computation units and sequential execution 
of instructions in algorithms and programmes, but solves the tasks "directly" in  
an electronic model.  

From today’s perspective, analogue computers are therefore energy-efficient and  
time-saving, but limited to special applications that can be represented, for example, in 
differential and integral equations. These are mainly special tasks from engineering and 
natural sciences, for each of which an analogue computer model must be produced. 
Mathematically, such equations use real numbers such as decimal fractions  
(e.g. π = 3.1415...) with arbitrary ("infinitely small") quantities and continuous processes, in 
contrast to digital numbers such as the two bits. Analogue computing therefore also refers 
to computing with real numbers [30]. 

In the 1970s, it initially seemed that digital computers would replace analogue 
computers because of their universal applicability in all possible fields. Because of the 
tremendous speeds of digital computers from smartphones to supercomputers, the typical 
tasks of analogue computers also seemed to be simulatable. From the point of view of 
energy efficiency and environmental protection, analogue computers are now moving back 
into the centre of interest.  

Hybrid computers are now also understood to be the coupling of digital and analogue 
computers [31]. The analogue computer is used as a powerful co-processor for the digital 
computer. However, this also requires software to be able to program the analogue 
computer in the computer environment of the digital computer. Similar to the functions of  
a quantum computer, analogue computers are embedded in a digital environment to solve 
special tasks. One also speaks of "ecological" computer systems, meaning the diverse 
networking of computer types. 

Hybrid robotics = Embodied robotics (”Embodied mind”) = Analog robotics + Digital 
robotics 

In robotics, too, digital and analogue functions are combined as in an organism. 
Cognitive and intellectual abilities cannot be mapped in software that is separate from the 
body. In order to recognise connections and structures, experience is required through 
perceptual processes with sensory organs and experiencing movement sequences with 
organic motor functions such as hands and fingers. In cognitive psychology and cognitive 
philosophy, we speak of the "embodied mind": the human "mind" is not isolated, but 
"embodied" in the organism. Many physical processes take place in analogue form via 
sensors, while control and steering functions are more digital. Humanoid robots are 
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increasingly being developed along the lines of "embodied mind" in hybrid coupling of 
analogue and digital functions. 

Analogue functions modelled on the brain also come into play in neuromorphic 
computing. Biological brains are by no means digital switch boxes in which neurons "fire" 
and "non-fire", i.e. digitally switch back and forth between two states as bits 0 and 1. 
Rather, synaptic connections have analogue components, as they continuously and 
gradually take weights into account. In neuromorphic computing, analogue components are 
connected with digital components in memristive and photonic neural systems for this 
purpose [32]. However, the hardware of neuromorphic systems is realised with silicon and 
nanotechnical materials and not with living tissue ("wetware") as in biological brains.  
On the one hand, this hardware is certainly more robust and cannot be attacked by diseases 
like biological tissue. Also, performance increases and permanent loads are possible, which 
living tissue cannot withstand, up to and including the fatigue of natural brains. 

Hybrid IT systems with humans und computers 

In the dynamic innovation portfolio, therefore, people with their creative abilities must 
not be forgotten. Hybrid IT systems therefore also refers to the coupling of people with 
algorithms and humans. While algorithms can process gigantic amounts of information in  
a flash with extreme precision, humans are usually more creative and are characterised by 
both intuition and empathy in dealing with their environment. Decisions should still 
ultimately lie with the human being. But when an experienced pathologist can draw on 
thousands of examples when assessing tumours in tissue sections, but learning algorithms 
in Deep Learning can draw on millions of examples at lightning speed, things seem to get 
tight for humans.  

A human expert should be able not only to state his diagnosis, but also to justify 
explanations and trade-offs. This explanatory component must also be demanded of 
algorithms (explainable AI). In the example of medicine, such explanations must ultimately 
be court-proof. Here, the limits for an algorithm become clear if there is no prior and 
background legal knowledge. Therefore, final decisions and the associated responsibility 
for humans are mandatory in high-risk and explosive situations such as in medicine. 

Information exchange between humans and machines (algorithms) is required in 
hybrid systems. Humans thus learn from the machine and vice versa. This creates feedbacks 
of learning between two sides that complement each other. The example of medicine makes 
it clear: in the final decision, e.g. of a therapy application for cancer, not only questions of 
the exact tumour determination and possible feedbacks with other diseases of the patient 
have to be taken into account, but also psychological and social, legal and economic factors 
of the quality of life, which are not (yet?) realisable for an algorithm. Even if it were 
possible to capture all these factors and include them in an overall assessment according to 
an algorithm, this algorithm itself would have to be questioned. Therefore, the ultimate 
responsibility in this case would lie with the doctor. 

Goal: Hybrid IT systems as sustainable research portfolio 

The goal is thus a dynamic innovation portfolio of current IT systems that are hybrid 
with each other. The different bridging technologies can complement, reinforce or replace 
each other. In the end, however, they should be a sustainable service for us humans and this 
planet, also with regard to energy consumption and environmental impact.  
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It would be recommendable if there could be a sustainability seal for IT systems,  
e.g. in the form of DIN standards, as known from technology. An AI standardisation 
roadmap has already been proposed for Germany, in which all technical, economic, 
ecological, social, legal and ethical sustainability factors are included [33]. It must be 
clearly expressed that this type of sustainability requirement is not a brake on innovation, 
but rather promotes innovation, as it provides legal certainty and guidance. 

5. Case study: Sustainable circular economy through digitalisation   

An challenging example is the digitalisation for Circular Economy (CE) as one 
essential step towards achieving a more sustainable economy [34]. So far, the potential of 
certain digital technologies could only be shown in isolated use cases. In order to be able to 
comprehensively understand the potential of digital technologies for closing resource 
cycles, their modes of action and their interaction in socio-technical application contexts 
must be systematically investigated. Hereby, any socio-technical advances must be 
accompanied by appropriate communication strategies since they must be broadly (i) 
accepted by society and (ii) transferred into business models to ensure their extensive 
implementation. 

We need a powerful digital infrastructure and digitalisation which has to be further 
promoted, especially in the public sector and in economy. The conversion of highly 
complex economic processes with high amounts of data to closed loop resource 
management can only be successful if these processes are supported by digital 
infrastructures and technology. This request seems to be a necessary condition for the 
realisation of CE.  

Besides concrete technologies and infrastructures, the importance of standards and 
norms has to be taken into account. Standard and norms support the emergence of a 
network of technical solutions and encourage trustiness and acceptance of technology. 

The already existing digital tools should be tested how far they are able to support and 
improve the recycling process and resource management in CE. At first, digitalisation 
means using basic digital tools of IT equipment, IT-supported communication and 
controlling which are currently not yet sufficiently available in the public sector and in 
many companies.  

The costs and benefits in companies and public administration should clearly be 
addressed. 

Multilateral data exchange along the supply chain and the product life cycle is needed. 
Circular economy promotes sustainable resource management, waste reduction, and the 
recycling or upcycling of resources. Greater transparency of product origins will help in 
reducing consumption and force companies to change what and how they procure 
resources. 

Besides established IT-tools, a new promising technology such as blockchain should 
be applied, tested, and developed. Blockchain is a new IT-technology which can label all 
kinds of resources with tokens, giving them a unique digital identifier (similar to a digital 
coin) that people can track and trade. This makes the value of resources more apparent, 
facilitating a new system of pricing and trading resources, and incentivising people to adopt 
circular behaviours. Therefore, although many applications are still in a testing phase and 
need mass adoption, we ask for more research and development of blockchain in CE. 
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The exponential growth of computing power will accelerate the algorithmisation of 
economy and society. Algorithms will increasingly replace institutions and create 
decentralised service and supply structures. The database technology blockchain offers  
an entry scenario for this new digital world. It is a kind of decentralised accounting, which, 
e.g., replaces banks for the mediation of money transactions between customers by 
algorithms. This decentralised agency was invented after the global financial crisis of 2008, 
which was largely caused by human error in national and international central banks. 

Blockchain can be presented as accounting via a continuous decentralised database. 
The bookkeeping is not centrally stored, but is stored as a copy on every computer of the 
participating actors. On each "page" (block) of the accounts, transactions between the 
actors and security codes are recorded until they are "full" and a new page has to be 
"opened". Formally, it is an expandable list of data records (blocks) that are linked with 
cryptographic procedures. Each block contains a cryptographically secure hash of the 
previous block, a timestamp, and transaction data. New blocks are created by a consensus 
procedure (e.g. Proof-of-Work algorithm). By the accounting system "blockchain", digital 
goods or values (currencies, contracts, etc.) can be reproduced at will: "Everything is  
a copy". After the Internet of Things, the Internet of Values (IoV) in economy is thus 
announced. Due to the sequential storage of data in blockchains, one-sided changes are 
immediately recognisable. Each actor involved would recognise changes in his copy of the 
blockchain, since for this the blocks linked into each other would have to be "unpacked".  
In addition, the high computing capacity of the entire network in "block mining" makes 
blockchains virtually forgery-proof. A decentralised crypto currency works in the following 
steps: 
1. New transactions are signed and sent to all nodes of the actors. 
2. Each node (actor) collects new transactions in a block. 
3. Each node (actor) searches for the so-called nonce (random value) that validates its 

block. 
4. If a node (actor) finds a valid block, it sends the block to all other nodes (actors). 
5. The nodes (actors) only accept the block if it is valid according to the rules: 

a) The hash value of the block must correspond to the current difficulty level. 
b) All transactions must be signed correctly. 
c) The transactions must be covered according to the previous blocks (no duplicate 

output). 
d) New issues and transaction fees must comply with accepted rules. 

6. The nodes (actors) express their acceptance of the block by adopting its hash value into 
their new blocks. 
The transactions contained in the new block are initially confirmed only by the 

participant who created the block. They have only limited credibility. However, if the block 
has also been accepted as valid by the other participants, they will enter its hash value in 
their new blocks to be created. If the majority of participants consider the block to be valid, 
the chain will continue to grow fastest from this block. If they do not consider it valid, the 
chain will continue to grow from the previous block. Therefore, the blocks form a tree. 

Only the chain longest in the first block (root) of the tree is considered valid. Thus, this 
form of accounting automatically consists of those blocks that have been accepted as valid 
by the majority. This first block, which is used to start a crypto currency, is called the 
Genesis block. It is the only block that does not contain a hash value of a predecessor. 
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The Bitcoin network, for example, is based on a decentralised database (blockchain) 
managed jointly by the participants using Bitcoin software, in which all transactions are 
listed. Instead of confidants and institutions (e.g., banks, state currency control, central 
banks), computationally complex and practically forgery-proof algorithms are used  
(e.g.   proof-of-work algorithm). Proof of ownership of Bitcoin can be stored in a personal 
digital wallet. Bitcoin’s conversion rate to other means of payment is determined by supply 
and demand. This can trigger speculative bubbles, which is currently still a problem for the 
general acceptance of Bitcoin. 

In general, block chain will be an entry-level technology for a decentralised digital 
economy in which people as customers and citizens realise their transactions and 
communications directly and without intermediary institutions. 

The perspective of this technology is by no means limited to banks and monetary 
transactions. Future developments are also conceivable, in which monitoring and 
controlling of recycling and other circular processes in digital economy are replaced by 
algorithms. What at first glance appears to be very grassroots democracy, turns out to be 
anything but democratic on closer analysis. The basic idea of democracy is that regardless 
of their position and arrival, everyone has only one vote: One man - one vote! In fact, the 
power of influence at, for example, Bitcoin depends on the computing power with which  
a customer asserts himself in the realisation of a new block: the greater the available 
computing power, the greater the probability and confidence that someone can solve the 
cryptographic task and thus guarantee security (proof-of-work). 

With growing blockchain, these tasks become more and more complex and 
computationally intensive. But computing intensity is also energy-intensive. The fact that 
computation-intensive algorithms consume enormous amounts of energy is hardly 
considered. In November 2017, Bitcoin’s computing network consumed as much kilowatts 
per hour as the entire country of Denmark. Therefore, countries with cheap energy and 
cooling for hot supercomputers can produce most Bitcoins (e.g., China). Unless 
countermeasures are taken and improvements made, such infrastructures in no way promise 
the salvation of a direct democracy, but rising energy problems (and thus growing 
environmental problems). In the end, digitisation depends on the overall balance of better 
infrastructure, less energy consumption, a better environment, and more democracy. 

Besides established IT-tools, a new promising technology such as Artificial 
Intelligence (AI) should be applied, tested, and developed. AI opens new avenues to 
various aspects of sustainability: In agriculture, drones or sensor-based monitoring can be 
applied to assess the condition of plants in a more economic and ecological way. In 
production, energy consumption can be reduced through networking and robotics. Product 
life can be extended by means of predictive maintenance. In recycling and waste 
management, AI can improve the identification and sorting of waste. For building 
efficiency and energy management, AI offers improved system control, regulation of 
heating, cooling, and ventilation systems. In short: Machine learning should help to 
accelerate and optimise supply chains and help circulate products, components, and 
materials. 

Up to now, the Internet has only been a database with signs and images whose 
meaning emerges in the user’s mind. In order to cope with the complexity of the data, the 
network must learn to recognise and understand meanings independently. This is already 
achieved by semantic networks that are equipped with expandable background information 
(ontologies, concepts, relation, facts) and logical reasoning rules in order to independently 
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supplement incomplete knowledge and draw conclusions. For example, people can be 
identified, although the data entered directly only partially describe the person.  

With Facebook and Twitter, we are entering a new dimension of data clusters. Their 
information and communication infrastructures create social networks among millions of 
users. Facebook was created as a social network of universities (Harvard 2004). Social and 
personal data are always online. Data is by no means just text, but also images and sound 
documents. But, while the classic Internet only supports communication between people in 
global computer networks, sensor technology opens up new possibilities for the future.  
A new dimension of communication: commodities, products, goods, and objects of all 
kinds can be equipped with sensors to exchange messages and signals. The Internet of 
persons transforms into the Internet of Things: In the Internet of Things, physical objects of 
all kinds are equipped with sensors (e.g.,   RFID chips) to communicate with each other. 
This enables automation and self-organisation of technical and social systems  
(e.g., factories, companies, organisations). Hidden RFID and sensor technology creates the 
Internet of things that can communicate with each other and with people. For the Internet of 
Services, offers and technologies in the area of online commerce or online services and the 
media industry will be comprehensively expanded. Big data refers to the amount of data 
generated and processed on the Internet of Things. Not only structured data (e.g.  digitised 
documents, e-mails) are recorded, but also unstructured data from sensors, which are 
generated by signals in the Internet of Things. The growing variety and complexity of 
services and possibilities in the network leads to an exponential data explosion.  
From petabytes (peta = 1015) up, an amount of data is called Big Data. 

In the digital world, according to current estimates, the global volume of data doubles 
every two years. Under the term "Big Data" experts summarise two aspects: on the one 
hand the ever faster growing mountains of data, on the other hand IT solutions and 
management systems with which scientific institutions and companies can evaluate, 
analyse, and derive knowledge from data. The industry that has developed around the 
collection, processing, and use of data is one in which corporations such as Google, 
Facebook, and Amazon are just the best-known representatives. Thousands of other 
companies thrive on generating, linking, and reselling information - a gigantic market. Big 
Data technology provides management with a significantly improved basis for time. 

Big Data refers to data sets of circular economy whose size and complexity (petabyte 
range) is not possible due to classical databases and algorithms for collecting, managing, 
and processing data at manageable costs and in the foreseeable future. Three trends need to 
be integrated: 
• massive growth of transaction data volumes (big transaction data), 
• explosive increase of interaction data (big interaction data): e.g.  social media, sensor 

technology, GPS, call logs, 
• new highly scalable and distributed software (Big Data processing): e.g., Hadoop 

(Java) and MapReduce (Google). 
Big Data initially means huge amounts of data: Google handles 24 petabytes a day, 

YouTube has 800 million monthly users, Twitter registers 400 million tweets a day. Data is 
analog and digital. They concern books, pictures, e-mails, photographs, television, radio, 
but also data from sensors and navigation systems. They are structured and unstructured, 
often not exact, but exist in masses. By using fast algorithms, they should be transformed 
into useful information. This means the discovery of new connections, correlations, and the 
derivation of future prognoses. 
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However, forecasts and maintenance of products are not necessarily extrapolated on 
the basis of representative samples using conventional statistical methods. Big data 
algorithms evaluate all data in a data set, however large, diverse and unstructured they may 
be. What is new about this evaluation is that the contents and meanings of the data records 
do not have to be known in order to be able to derive information. 

This is possible by so-called metadata. What this means is that we do not need to know 
what someone is talking about on the phone, but the movement pattern of their mobile 
phone is decisive. A precise movement pattern of the mobile phone user can be determined 
over a certain period of time from a data retention memory, since the local radio cells are 
switched on with every automatic e-mail query and another use. The  data in an e-mail 
refers to the text of the content. Metadata  of the e-mail are, e.g., sender, recipient, and the 
time of sending. In the immersion project of the Media Lab of the MIT (Massachusetts 
Institute of Technology), graphs are automatically drawn from such metadata. In an earlier 
experiment at MIT, motion patterns of 100 people had been determined over a recording 
period of 450,000 hours. This made it possible to determine who met whom and how often 
at certain locations. Places were grouped as workplace, home and others. On the basis of 
corresponding patterns of metadata, economic and ecological networks could be supervised 
with a high probability. 

Often, however, predictions can only be derived from metadata if the correct contexts 
are known. Today, however, there are databases and background information on the 
Internet with which the meanings can be made accessible. In principle, this development of 
meanings works like a Semantic Web. The discovery of an American bioinformatician who 
used metadata alone to determine the name of an anonymous donor of human genetic 
material was spectacular. Metadata related to the age of the donor and the name of the 
American state in which the donation was made. The bioinformatician limited the search by 
combining place and age and used an online search engine in which families entered the 
genetic code for genealogical research. In the process, family members of the wanted 
persons emerged, whose data she combined with demographic tables, in order to finally 
find what they were looking for. 

As long as the causal causes of a data correlation are not known and not understood, 
the mass evaluation of data and the calculation of correlations only help to a limited extent: 
"Correlation is no causation!" 

Thus, predicative modelling is the central goal of Big Data mining as part of data 
science. Algorithms of machine learning are used for this purpose which enable  
self-improving and self-repairing of production cycles. We rely more and more on efficient 
algorithms, because otherwise the complexity of our economic infrastructure would not be 
manageable: Our brains are too slow and hopelessly overwhelmed by the amount of data 
we have to deal with. But how secure are AI algorithms? In practical applications, learning 
algorithms refer to models of neural networks, which themselves are extremely complex. 
They are fed and trained with huge amounts of data. The number of necessary parameters 
explodes exponentially. Nobody knows exactly what happens in these "black boxes" in 
detail. A statistical trial-and-error procedure often remains. But how should questions of 
responsibility be decided in, e.g., autonomous car driving or circular economy, if the 
methodological basics remain dark? In machine learning with neural networks we need 
more explanation (explainability) and attribution (accountability) of causes and effects in 
order to be able to decide ethical and legal questions of responsibility!  
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It is crucial to develop sustainable business models that are based on Circular  
Economy-approaches. There are already promising case studies for Circular Economy 
through digitalisation: Examples which we considered carefully concern sustainable urban 
housing, sustainable smart city, metallurgical recycling potentials, and recycling processes 
of plastic.  

The environmental, economic and societal balance of digital tools and infrastructures, 
i.e. their ecological, economic, and societal effects in Circular Economy is decisive. For 
example, efficiency of digital applications and their economic and ecological costs of 
energy consumption must be balanced to improve the benefits of a circular economy. 

The traceability of products and product properties across the value chain and the 
product life cycle is becoming an increasingly important success factor for industry. Digital 
product passports offer great potential here, as they allow specific product data to be made 
available. This makes it possible to transparently determine and present both the 
requirements demanded by political regulation and those increasingly in demand on the 
market with regard to the ecological and social footprint of a product. Digital product 
passports can be particularly helpful in industrial sectors with high resource consumption 
and recycling challenges, e.g. electronic devices, batteries or cars. 

Finally, the following theses is recommended: We need a powerful digital 
infrastructure and digitalisation which has to be further promoted, especially in the public 
sector and in European companies. Besides established IT-tools, new promising 
technologies such as blockchain and AI should be applied, tested, and developed.  
The environmental, economic and societal balance of digital tools and infrastructures, i.e. 
their ecological, economic, and societal effects in CE is decisive to achieve a more 
sustainable economy.  

6. Concluding remarks: Sustainability, law and innovation  
in the competition value systems 

Europe must not only be a leader in innovation, but also build an attractive societal 
environment to go with it. Protection of individual liberties and secure social systems in  
a market economy remain high goods, even in the age of energy, information and 
communication technology, which are recognised and valued by all people worldwide.  

Europe was not only the birthplace of science and technology in the times of industrial 
revolution during the 18th and 19th century, which led to worldwide innovation dynamics 
in the age of globalisation. Europe also created a unique cultural area based on democracy 
and human rights. This spirit of the European cultural area must be combined with the 
dynamics of the European innovation area in order to remain an attractive place to live in 
the future. In concrete terms, the world of work and life will change dramatically under the 
influence of artificial intelligence and big data.  

Europe must therefore create the framework conditions for education and training 
systems so that career and life opportunities are opened up and promoted for young people 
in Europe in the age of digitalisation and ecological crisis. In the end, however, Europe 
must also secure the ethical and legal framework conditions (e.g. privacy, cybersecurity) to 
shape these future technologies in such a way that freedom, human rights and democracy 
are preserved as the hallmarks of Europe.  

Modern technologies of the future open up new opportunities to improve sustainable 
life, but also to revert to past patterns of behaviour with incalculable consequences.  
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The protection of and respect for human dignity by the state and legislators are therefore 
indispensable. Europe must build on this. Normative claims, however, only become legal 
norms if they can be enforced. For this, Europe must be ecologically, economically,  
politically,  and militarily strong - through innovation. 

References 
[1] Mahoney J, Schensul D. Historical Context and Path Dependence. Oxford: Oxford University  

Press; 2006: pp. 454-71. ISBN: 0199270430, 9780199270439. Available from:  
https://www.scholars.northwestern.edu/en/publications/historical-context-and-path-dependence.   

[2] Mainzer K. Thinking in Complexity. 5th edition. Berlin: Springer; 2007. ISBN: 9783662033050. Available 
from:  https://www.amazon.com/Thinking-Complexity-Computational-Dynamics-Mankind/dp/3540722270. 

[3] Tröndle T, Lilliestam J,  Marelli S, Pfenninger S. Trade-offs between geographic scale, cost, and system 
design for fully renewable electricity in Europe. Joule 2020; Renewable Energy and Jobs. Annual Review 
2021. Abu Dhabi, Geneva: International Renewable Energy Agency, IRENA. International Labour 
Organization, ILO; 2021. Available from: https://irena.org/publications/2021/Oct/Renewable-Energy-and-
Jobs-Annual-Review-2021. 

[4] EurObserv’ER. The state of renewable energies in Europe. Edition 2019. Available from: 
https://www.isi.fraunhofer.de/content/dam/isi/dokumente/ccx/2020/The-state-of-renewable-energies-in-
Europe-2019.pdf. 

[5] Surana K, Doblinger C, Anadon LD,  Hultman N. Effects of technology complexity on the emergence and 
evolution of wind industry manufacturing locations along global value chains. Nature Energy. 
2020;5(10):811-21. DOI: 10.1038/s41560-020-00685-6. 

[6] Wirtschaftsplattform Klimaschutz (WPKS). Auf dem Weg zur Klimaneutralität:  Umsetzung des European 
Green Deal und Reform der Klimapolitik in Deutschland. Jahresgutachten 2021 der Wissenschaftsplattform 
Klimaschutz [Economic Platform for Climate Protection (WPKS). Towards Climate Neutrality: 
Implementation of the European Green Deal and Reform of Climate Policy in Germany. Annual Report 
2021 of the Science Platform for Climate Protection] 2022. Available from: 
https://www.wissenschaftsplattform-klimaschutz.de/de/Jahresgutachten2021.html.  

[7] Boni MR, Musmeci L. Organic fraction of municipal solid waste (OFMSW): extent of biodegradation. 
Waste Management and Research. J Sust Circular Economy. 1998;16(2):103-7. DOI: 
10.1177/0734242X9801600202.  

[8] Rifkin J. The Hydrogen Economy: The Creation of the Worldwide Energy Web and the Redistribution of 
Power on Earth. Hoboken: Wiley; 2002. ISBN: 9780745630427.  

[9] Alverà M. The Hydrogen Revolution. A Blueprint for the Future of Clean Energy. New York: Basic Books; 
2021. ISBN: 978541620414. 

[10] Dincer I, Ishaq H. Renewable Hydrogen Production. Amsterdam: Elsevier; 2021. ISBN-10:   0323851762.  
[11] Van de Voorden, editor. Hydrogen Technology - Innovations and Application. 3 vols. Berlin, Boston: De 

Gruyter; 2021. Available from:  https://www.degruyter.com/document/doi/10.1515/9783110596274/pdf. 
[12] JRC. Technical Assessment of Nuclear Energy with Respect to the “Do No Significant Harm” Criteria of 

Regulation (EU) 2020/852 (Taxonomy Regulation). 2021. Available from: 210329-jrcr-report-energy-
assessment_en(1).pdf. 

[13] What Are Small Modular Reactors (SMRs)? Www.iaea.org 4 Nov. 2021. Available from:  
www.iaea.org/newscenter/news/what-are-small-modular-reactors-smrs. 

[14]  Bradshaw AM, Hamacher T. Kernfusion - Eine nachhaltige Energiequelle der Zukunft [Nuclear fussion -  
a sustainable energy source of the future]. Naturwiss Rundschau. 2005;58(12):629-37. Available from: 
https://inis.iaea.org/search/search.aspx?orig_q=RN:36038876. 

[15] Gi K, Sano F, Akimoto K, Hiwatari R, Tobita K. Potential contribution of fusion power generation to  
low-carbon development under the paris agreement and associated uncertainties. Energy Strategy 
Rev. 2020;27:100432. DOI: 10.1016/j.esr.2019.100432.  

[16] Holtkamp N An overview of the ITER project. Fusion Eng Design. 2007;82:427-34. Available from: 
http://sites.apamm.columbia.edu. 

[17] EASA-White Paper (unpublished): Environment, Climate, and Energy 2022 (Coordinator Orlandi S). 
Available from: office@euro-acad.eu. 

[18] Stahl BC. Responsible innovation ecosystem: Ethical implications of the application of the ecosystem 
concept to artificial intelligence. Int J Information Manage. 2022;62:102441. Available from: 
https://www.sciencedirect.com/science/article/pii/S0268401221001341. 



Renewable energy and sustainable digitalisation: challenges for Europe 

 

23

[19] Mainzer K. Articial Intelligence. When do Machines Take Over? 2nd ed. Berlin: Springer; 2019, p. 3. 
 ISBN: 9783662597170. Available from: https://link.springer.com/book/10.1007/978-3-662-59717-0. 

[20] Puppe F. Systematic Introduction to Expert Systems. Berlin: Springer; 1993. ISBN: 97836427797732. DOI: 
10.1007/978-3-642-77971-8. 

[21] Vapnik VN. Statistical Learning Theory. New York: Wiley; 1998. ISBN: 9780471030034. Available from: 
https://www.wiley.com/en-us/Statistical+Learning+Theory-p-9780471030034. 

[22] Hornik K, Stinchcombe M, White H. Multilayer feedforward networks are  universal approximators neural 
networks. Neural Networks. 1989;2:359-66. Available from:  https://www.cs.cmu.edu. 

[23] Knight W. The dark secret at the heart of AI. MIT Technology Rev. 2017:1-22. Available from: 
https://www.technologyreview.com. 

[24] National German Academy of Science and Engineering (acatech) (ed.) Cyber-Physical Systems. Driving 
Force for Mobility, Health, Energy, and Production (Position Paper). Berlin: acatech; 2011. Available from: 
https://en.acatech.de/publication/cyber-physical-systems-driving-force-for-innovation-in-mobility-health-
energy-and-production/.  

[25] Lu Y. (Editor-in-Chief). Science & Technology in China: A roadmap to 2050: Strategic  general report of the 
Chinese Academy of Sciences. Beijing (science press). Heidelberg: Springer; 2010. ISBN: 9787030253859. 
Available from: https://link.springer.com. 

[26] Huang C. Konfuzianismus: Kontinuität und Entwicklung.Studien zur chinesischen Geistesgeschichte 
[Confucianism: Continuity and Development]. transcript: Bielefeld 2009. ISBN: 9783837610482. Available 
from: https://www.transcript-verlag.de/978-3-8376-1048-2/konfuzianismus-kontinuitaet-und-entwicklung/.  

[27] Mainzer K, Kahle R. Grenzen der KI - theoretisch, praktisch, ethisch [Limitations of Artificial Intelligence - 
theoretical, practal, ethical]. Berlin; Springer: 2022. ISBN: 9783662650103. Available from: 
https://www.springerprofessional.de/grenzen-der-ki-theoretisch-praktisch-ethisch/23174058.  

[28] Mainzer K. Quantencomputer. Von der Quantenwelt zur Künstlichen Intelligenz (Quantum Computer. From 
the Quantum World to Artificial Intelligence). Springer: Berlin; 2020. ISBN: 9783662619971. Available 
from: https://link.springer.com/book/10.1007/978-3-662-61998-8. 

[29] Ulmann B. Analogrechner: Wunderwerke der Technik - Grundlagen, Geschichte und Anwendung [Analogue 
Computer. Marvels of Technology - Basics, History and Application]. Oldenbourg: München; 2010. ISBN: 
9783486592030.  Available from: https://www.amazon.de/Analogrechner-Wunderwerke-Grundlagen-
Geschichte-Anwendung/dp/3486592033.  

[30] Mainzer K. The Digital and Real World. Computational Foundations of Mathematics, Science, Technology, 
and Philosophy. World Scientific: Singapore. 2018. Chapters 10-12. ISBN: 9789813225480. Available from:   
https://www.worldscientific.com/worldscibooks/10.1142/10583#t=aboutBook.  

[31] Ulmann B. Analog and Hybrid Computer Programming.  De Gruyter: Berlin; 2010. ISBN: 9783110662207. 
Available from:  https://www.degruyter.com/document/doi/10.1515/9783110662207/html?lang=de.  

[32] NeuroSys. Neuromorphe Hardware als Basis für technologische Unabhängigkeit bei künstlicher Intelligenz 
[BMBF Future Cluster for Neuromorphic Hardware of Autonomous AI-Systems] (unpublished). BMBF 
(Ministry of Education and Research) project paper. 2021. pp. 14-5. Available from: 
https://www.clusters4future.de/die-zukunftscluster/die-zukunftscluster-der-ersten-
wettbewerbsrunde/neurosys/.  

[33] Wahlster W, Winterhalter C, editors. Artificial Intelligence Standardization Roadmap.  DIN: Berlin,  DKE; 
2020. Available from: https://www.dke.de/en/areas-of-work/core-safety/standardization-roadmap-ai.  

[34] Reichwald R, Fröhling M, Herbst-Gaebel B, Molls M, Wilderer P, editors. Circular Economy,  
Chapter 4: Circular Economy through Digitalization (coordinators: Mainzer K, Lehmann-Brauns S). 
Munich: TUM University Press; 2022. ISBN: 9783958840768. Available from: 
https://www.ub.tum.de/en/news/circular-economy. 


