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ABSTRACT

Hydraulic equipment on board ships is common. It assists in the work of: steering gear, pitch propellers, watertight 
doors, cargo hatch covers, cargo and mooring winches, deck cranes, stern ramps etc. The damage caused by transient 
flows (which include among others water hammer) are often impossible to repair at sea. Hence, it is very important 
to estimate the correct pressure runs and associated side effects during their design. The presented study compares 
the results of research on the impact of a simplified way of modeling the hydraulic resistance and simplified effective 
weighting functions build of two and three-terms on the estimated results of the pressure changes. As it turns out, simple 
effective two-terms weighting functions are able to accurately model the analyzed transients. The implementation of 
the presented method will soon allow current automatic protection of hydraulic systems of the adverse effects associated 
with frequent elevated and reduced pressures.
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INTRODUCTION

Incompetent accelerating, stopping and sudden changes 
in direction of fluid flow in hydraulic systems are responsible 
for periodic pressure spikes. These spikes are referred to 
in hydraulics as water hammer and are directly related 
to the conversion of kinetic energy of flowing fluid into 
pressure energy. Pressure amplitudes at the moment when 
the aforementioned phenomenon occurs far outweigh the 
average working values and can easily lead to a leak in piping 
components. 

One should be aware that the occurrence of a severe water 
hammer in hydraulic systems installed on ships (hydraulic 
systems for steering gear, pitch propellers, watertight doors, 
cargo hatch covers, cargo and mooring winches, deck cranes, 
stern ramps etc.) is not acceptable [4,12]. It is almost always 
associated with the occurrence of minor or major damage. 
Repairing the damage at the sea, is often impossible due to 
the lack of spare parts and if done temporarily it can quickly 
prevent the further safe travel of the ship.

Quick closing valves are the main element of hydraulic 
systems responsible for the impact force. Their installation 
must be preceded by a number of design tests. Due to the 
complexity of unsteady fluid flow in pressure lines, resulting 
from the superposition of the effects associated with many 
accompanying phenomena: cavitation [1,3,5,6,9,14,17], FSI – 
fluid structure interaction [5,7,10,25], frequency dependent 
resistance [2,8,13,15,16,17,19,21-23,26] or viscoelastic 
properties of polymer pipes [6,10,11,25]; it is necessary to 
use the help of numerical methods in the design calculations. 
They make it possible to solve partial differential equations, 
which describe the type of flow analyzed. The simplest method 
is the so-called method of characteristics [24], the use of 
which in this area has been known for over half a century. 
It has gained global application only after the development 
of personal computers. The main drawback of this method 
is its opacity, resulting from the complexity of the issue of 
modelling unsteady hydraulic resistance. This paper attempts 
to use a simplified method of calculating time-varying 
hydraulic resistance. Wall shear stress was presented as the 
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sum of the quasi-steady and time-varying (expressed in 
a simplified manner) expressions.

NEED FOR RAPID SIMULATION 
OF WATER HAMMERS

Unsteady flow of fluids in pipes under pressure is described 
mathematically using a pair of continuity (1) and motion (2) 
equations [24]:
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where: p – pressure, t – time,  – density, c – speed of pressure 
wave propagation, v – flow velocity, x – axis coordinate, 
g – acceleration due to gravity,  – pipe tilt, R – inner radius, 

w – wall shear stress.

The key parameter of hydraulic resistance in the equations 
written out above is wall shear stress w occurring in the 
motion equation. In this work, this stress is calculated from 
the sum of two expressions:

uqw τ+τ=τ (3)

The subscript “q” means that the expression is calculated 
using the quasi-steady method, while the expression with 
subscript “u” is directly related to the non-stationarity of 
flow. The accuracy of the simulated pressure runs depends on 
the method of expressing the unsteady expression u and the 
number of simplifications assumed in the numerical solution 
of the system in the aforementioned equations. The method 
of characteristics is a widely known and recognized method 
for solving these equations. The calculations applied in this 
method are carried out on all calculation nodes, distributed 
evenly along the length of the pipe. They represent subsequent 
cross-sections of the analyzed pressure line for discrete 
moments of time, evenly occurring from the appearance of 
non-stationarity, until the final analysis. The more nodes (in 
cross-sections along the length of the pipe) are included in 
the calculations, the more instantaneous values of the basic 
parameters (pressure and velocity) describing the flow will 
need to be determined. Numerical calculations therefore 
take much more time. Current advanced control systems, 
to effectively protect systems against possible adverse events 
occurring at the time of the emergence of non-stationary 
conditions, necessitate continuous development of numerical 
methods. In terms of control, the ideal situation would take 
place at a time when a simple computer controlling a hydraulic 
system would be able to predict basic flow parameters, in 
advance, through a simplified computer simulation. This 

will allow for finding an early correct answer regarding the 
appropriate controls for the given system. Systems will then 
be protected using follow-up control against too high and too 
low pressures. High pressure can cause damage due to leaks, 
low pressure is responsible for the occurrence of cavitation 
areas causing rapid erosion of the inner surface of the piping. 
Application of follow-up control methods discussed above 
eliminates the need to install currently known and used 
expensive damping devices (air water tanks or modern bleed 
valves) which role is to protect hydraulic systems against 
damaging effects associated with a pressure surge.

As noted above, increasing the speed of modelling 
pressure in the piping is a very important issue, which will 
enable further systematic development of control methods. 
During the modelling of unsteady hydraulic resistance, the 
use of simplified weighting functions, constructed from 
only two or three exponential expressions, in combination 
with a method lumping unsteady friction [8] only in the 
boundary nodes (the inlet and outlet of the pipe), will allow to 
considerably unburden the numerical mathematical process. 

It remains to be checked if the results of simulated runs 
will have a sufficient accuracy with such a large number of 
simplifications? This paper will try to answer this question, 
especially in the next chapter, where results of the research 
carried out will be described.

RESEARCH SCOPE AND RESULTS

The weighting functions, composed of multiple exponential 
expressions, significantly increase operating time of 
a computer, as the number of expressions describing them 
is also the upper summation index necessary to determine 
the unsteady part of wall shear stress in each node of the 
characteristic grid. Refinement of effective numerical solution 
of the convolution integral:
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where: μ – dynamic viscosity, w(t-u) – weighting function, 
describing the unsteady expression of wall shear stress, 
presented in the paper by Urbanowicz and Zarzycki [18], 
made it possible to limit the scope of applicability representing 
the effective weight function used from the previously 
recommended range [10-3 t̂ ; ∞) to [ t̂ ; ∞). Subsequent 
research has shown that this range may be further limited 
to [ t̂ ; 103 t̂ ] without noticeably decreasing the accuracy 
of the calculations [19]. Two and three expression functions 
used in the simulations carried out in this project will feature 
this narrow range. The number of expressions representing 
an effective weighting function is related to the numerical 
solution of the convolution integral used for calculating 
wall shear stress in the calculation nodes for the method of 
characteristics in the following way [18]:
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where:  – hydraulic resistance coefficient,  – weighting 
function correction factor, t  – numerical time step.

Constants in the above equation (5) are calculated as 
follows:

t̂n
i

ieA Δ⋅−= ; [ ]i
i

i
i A1

nt̂
mB −⋅
⋅Δ

= ; iii BAC ⋅= (6)

where ni and mi – coefficients describing the effective 
weighting functions, t̂  – dimensionless time step.

Simulations implemented in this project on a large scale 
were designed to determine:
A) The effect of the method of calculating wall shear stress 

using the method of characteristics. Numerical research 
was carried out using the standard method SM (shear 
stress calculated at each numerical node using equation 
(5)) and the simplified method LFM (full calculation only 
in boundary nodes) [8], in which the shear stress in all 
internal nodes of the grid of characteristics is calculated 
using a simple quasi-steady formula:
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B) The impact of the construction and the scope of the 
effective weighting functions applicability on the results 
obtained. In particular, simple functions composed of only 
two and three exponential expressions (Fig. 1) were tested. 
For comparison, a highly accurate function, consisting 
of 10 exponential expressions, was also estimated. All 
functions were estimated using the method presented in 
[20]. In the numerical process, the coefficients of these 
estimated functions were scaled using assumptions about 
their universality [17]. Specific values of the coefficients 
are listed in the Appendix.
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Fig. 1. Errors of the estimated effective weighting functions

C) The impact of the initial flow velocity. Detailed tests were 
carried out for six pressure fluctuation cases (initial flow 
velocities: 0.45 m/s, 0.82 m/s, 1.02 m/s, 1.7 m/s, 1.9 m/s, 
2.76 m/s), which are the result of a sudden shut off of 
flow by closing a valve in a simple hydraulic system 
(used experimental results are described in the works by 
Adamkowski and Lewandowski [2,3]).
In total, as a result of examination of the impact of the 

aforementioned three decisive factors (simulation methods, 
the shape of the eff. weighting function and initial velocity), 
a series of numerical tests has been implemented, consisting of 
as many as one hundred and thirty-two computer simulations 
(Fig. 2).

Fig. 2. Number of simulations

Since the pressure decreased in most simulations 
to the vapor pressure, the cavitation model according 
to Adamkowski and Lewandowski [1] has been used. Using 
this model, in general situation for pipe segment filled with 
liquid and vaporous zones discretely distributed along its 
length in several sections (Fig. 3), shifting of cavity volumes 
from intermediate zones to the main vaporous zone are 
needed. The equations for mean velocities calculated in all 
cross sections of pipe in which the cavity volumes where 
moved to the main vapor cavity is:
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For the main vapor cavity the velocities at the left and right 
sides are calculated using equations:
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For each executed simulation, for the purpose of simple 
quantitative reasoning, two parameters were determined 
representing the error of compatibility of the simulated 
pressure run with the experimental one.

The first parameter represents the mean absolute 
percentage error of simulated maximum pressure values on 
the subsequent pressure amplitudes (Fig. 4). It is calculated 
from the following simple formula:
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where: k – number of analyzed pressure amplitudes, pis – 
the maximum pressure on the i-th analyzed amplitude 
in the simulated graph; pie – the maximum pressure on the 
i-th analyzed amplitude in the experimental graph.
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Fig. 3. Schematic diagram of the Adamkowski-Lewandowski model [1]

The second parameter describes the mean absolute 
percentage error for the time of occurrence of consecutive 
pressure peaks (Fig. 4). It is calculated similarly:
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where tis – time of occurrence of the maximum pressure on 
the i-th analyzed amplitude from the the simulated graph;  
tie – time of occurrence of the maximum pressure on the i-th 
analyzed amplitude from the experimental graph.
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Fig. 4. Analyzed pressure values in the quantitative method

The smaller the values of the above parameters Ep and Et, 
the better was the accuracy of the simulation. 

For better readability of next chapter, it is worth to 
present an example comparison (Fig. 5) of the simulated 
pressure run with the experimental one. Achieved result 
were received using a standard model of SM computation for 
a case with initial liquid velocity v0 = 2.76 m/s and effective 
weighting function in ver. 5. Such comparisons enabled the 
determination of the parameters Ep and Et analyzed in details 
in following subchapter.

Fig. 5. Examples of the results of simulations
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DISCUSSION OF SIMULATIONS RESULTS

The results of the numerous simulations are presented 
in the following group charts (Fig. 6, Fig.7). Fig. 6a features 
the results which show the change in the relative percentage 
error Ep for the analyzed effective functions composed 
of only two exponential expressions at different initial 
velocities of unsteady flow and when the simulations were 
performed using the standard method. It can be seen that 
good results, with a low value of the Ep parameter (less than 
10%), were obtained for low flow velocities (v0 = 0.45 m/s 
and v0 = 0.82 m/s) using ver. IV of the weighting function. 
A little worse results using this function in comparison with 
other results were reported by simulating the flow starting at 
higher flow rates – an error of about 5 percent for the initial 
velocity equal to 1.02, 1.7, 1.9, and 2.76 meters per second. 
To unambiguously determine which version of two-terms 
effective weighting function during simulations carried out 
using the classical method (determination of quasi-steady and 
unsteady components of shear stress in all nodes of the grid 
of characteristics along the length of the pipe) has a minimal 
error, the errors obtained for different flow velocities were 
added (Tab. 1).
Tab. 1. Sum of errors parameters for 2 terms functions (for all v0 cases: 0.45, 

0.82, 1.02, 1.7, 1.9, 2.76)

Type of weighting 
function

Standard unsteady 
friction – SM

Lumped unsteady 
friction – LFM

∑Et ∑Ep ∑Et ∑Ep
2 terms – v. I 19,84 55,29 14,63 48,79
2 terms – v. II 17,02 48,26 14,55 54,87
2 terms – v. III 15,51 42,66 13,89 44,65
2 terms – v. IV 15,39 38,31 16,26 40,94
2 terms – v. V 17,24 42,57 14,03 37,68

According to the data from the above table, the assumptions 
resulting from the qualitative analysis of the curves in Fig. 6a 
are confirmed. During standard numerical simulations using 
the effective weighting function composed of two exponential 
expressions, ver. 4 of the weighting function 
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Fig. 6. Results of Ep [%] variation

( Ep=38.31%) turned out to be the best. This result was, what 
is worth noting, as much as 6.1% lower than the summary 
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result obtained for a very precise effective 10-expression 
weighting function (Tab. 2).

Tab. 2. Sum of errors parameters for 10 terms function (for all v0 cases: 0.45, 
0.82, 1.02, 1.7, 1.9, 2.76)

Type of 
weighting 
function

Standard unsteady 
friction – SM

Lumped unsteady 
friction – LFM

∑Et ∑Ep ∑Et ∑Ep
10 terms 17,64 44,41 16,51 51,47

The results indicate that the amount of components is not 
responsible for the quality of the estimation of the maximum 
pressure (occurring in successive amplitudes of pressure 
graphs which are the results of water hammer) as well as the 
time of their emergence, as confirmed by the data related to 
the Et parameters included in Tab. 1 and Tab. 2.

Then, analyzing the results shown in Fig. 6b, it seems that 
even better results were obtained using the effective weighting 
function composed of two expressions marked as ver. 5, 
in combination with the method focusing non-stationary 
components of wall shear stress only in the boundary nodes 
of the pipe (at the inlet and outlet – Johnston’s method 
[8]). The total estimation error of the maximum pressure 
for all analyzed graphs amounted to Ep=37.68% (Tab. 1). 
Interestingly, this result was lower than that obtained using 
the very precise effective weighting function (10-component) 
for this series of tests, up to approx. 13%. This clearly confirms 
the need for using simple weighting functions instead of 
multi-expression ones representing a high correlation with 
the classical weighting functions (according to Zielke [26] 
or Vardy-Brown [21-23]) and additionally it supports not 
accounting for unsteady resistance in the internal nodes.

The analysis of plots for the same simulations but using 
more accurate weighting functions composed of three 
exponential expression is shown in Fig. 6c and Fig. 6d. On 
the basis of Fig. 6c, it can be expected that the best results 
were obtained using the effective weighting function 
composed of three exponential expressions in ver. I when 
the calculations were performed by standard computing. In 
contrast, when the calculations were carried out by focusing 
the unsteady resistance only in the boundary nodes of the 
grid of characteristics, it can be concluded from Fig. 6d 
that the smallest errors were found in the simulations 
using the 3-expression effective weighting function in ver. 
II. Additionally, analyzing the quality results obtained by 
using functions composed of three expressions (Fig. 6c and 
Fig. 6d) and the results for the two-component functions 
(Fig. 6a and Fig. 6b) it can be seen that in the case of a more 
accurate functions (with 3 expressions), dispersion error for 
equal initial flow velocities and different used versions of 
the weighting function is smaller. Thus, it seems that in this 
case a slightly better matching of the simulated results to the 
experimental ones should occur. However, the analysis from 
Tab. 3 with the final quantitative results does not confirm the 
last conclusion made regarding the better compliance, because 
the results for the Ep parameters obtained with the weighting 
function which is the best for modelling maximum pressure 

– ver. I (both in standard and lumped simulation – Tab. 3) 
are slightly higher than the best ones obtained using the 
effective 2-expression functions (Tab. 1). Using the solutions 
lumping the resistances in boundary nodes, we can also see 
that very good results are obtained using the 3-component 
weight function in ver. II (Tab. 3). 

Tab. 3. Sum of errors parameters for 3 terms functions (for all v0 cases: 0.45, 
0.82, 1.02, 1.7, 1.9, 2.76)

Type of weighting 
function

Standard unsteady 
friction – SM

Lumped unsteady 
friction – LFM

∑Et ∑Ep ∑Et ∑Ep
3 terms – v. I 16,1 41,91 14,91 39,23
3 terms – v. II 16,47 44,62 14,3 39,26
3 terms – v. III 17,68 47,46 15,59 42,34
3 terms – v. IV 16,09 46,42 14,95 47,34
3 terms – v. V 15,96 45,76 15,2 44,87

The above presented analysis showed no significant 
influence of the number of exponential expressions (thus 
decreasing the degree of compliance with the exact weighting 
function) on the final results of changes in the pressure graph.

The results presented in figure 7 illustrate the variation of 
the coefficient Et, the responsibility of which is to determine 
the time (phase) compliance of simulate pressure amplitudes. 
It can be seen from them that it is difficult to identify one 
weighting function (among 10 analyzed ones: 2 terms – 
ver. I–V, 3 terms – ver. I–V), as well as one method of friction 
modelling (SM, LFM) from which the best simulation results 
are being obtained.

However, it can be clearly concluded that the dispersion of 
the obtained results is much smaller at the time of applying 
more accurate effective weighting functions being constructed 
from three terms (this is particularly visible in Fig. 7c).

The maximum Et errors in the performed simulations 
being analyzed occurred in the modelled courses with the 
initial velocities v0 = 1.7 m/s and v0 = 1.9 m/s. Interestingly, 
the results being obtained in the course with the highest 
initial velocity v0 = 2.76 m/s were characterized by a decrease 
in the Et error. 
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Fig. 7. Results of Et [%] variation

It is possible that it has something to do with a decreasing 
importance of unsteady shear stress u together with the 

increasing Reynolds number. It is therefore unfortunate 
that the tests were not accomplished within a broader range 
of Reynolds numbers (range from 40000 to 100000) as the 
analysis of such results would allow for a wider verification 
of the above formulated hypothesis. The error variation itself 
may be considered independent of the applied weighting 
function (2 terms or 3 terms), as well as of the used method 
of resistance modelling (SM or LFM), because the course 
illustrating the distribution of errors in the function of change 
in the initial velocity of flow is very similar (Fig. 7a – Fig. 7d).

When comparing qualitatively the results obtained for 
the SM model only, it can be seen that final errors for 2 and 
3 term weighting functions in version IV (having the same 
range of application in the domain of dimensionless time) 
are very similar with a slight predominance of two term 
weighting function (see: Fig. 7a, Fig. 7c and Tab. 1, Tab. 3).

When using the LFM model, good results were obtained 
(Fig. 7b) applying 2 term weighting function – ver. II because 
the Et error was below 3% for all accomplished simulations. 
Unfortunately, for the courses with low initial velocities (from 
v0 = 0.45 up to v0 = 1.02 m/s) it was much greater than applying 
other weighting functions. When looking at the quantitative 
results (Tab. 1 and Tab. 3), it can be seen that cumulatively 
2 term weighting function in ver. III and 3 term weighting 
function in ver. II, respectively, were characterized by the 
smallest errors in these simulations with the use of the LFM 
model.

To determine the stability of the results obtained depending 
on the number of exponential expressions representing the 
effective weighting function, the distribution of errors REt 
and REp was calculated for all the tests carried out (Tab. 4 
and Tab. 5):

REt=Etmax-Etmin    and     REp= Epmax-Epmin (12)

The tables presented below show that:
• increasing the number of exponential expressions affects 

the stability of the solutions, as there is a significant decline 
in the value of errors distribution for three-component 
weighting functions;

• the use of the method concentrating unsteady expression 
of  friction in the boundary nodes of the grid of 
characteristics in the graphs with low Reynolds numbers 
(v0=0.45 and v0=0.82) increases the stability of the solutions 
as it reduces the value of the distribution. At higher 
Reynolds numbers, however, there was a slight increase 
in the distribution when applying this simplified method.

Tab. 4. Range of error Et results

v0 [m/s]
2 terms weighting 
functions REt [%]

3 terms weighting 
functions REt [%]

SM LFM SM LFM

0.45 1.89 0.48 0.66 0.42

0.82 1.64 1.5 0.26 0.27

1.02 0.62 1.01 0.37 0.46

1.7 0.45 1.05 0.32 0.60
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v0 [m/s]
2 terms weighting 
functions REt [%]

3 terms weighting 
functions REt [%]

SM LFM SM LFM

1.9 0.72 1.68 0.35 0.23

2.76 0.88 0.72 0.62 0.34

Tab. 5. Range of error Ep results

v0 [m/s]
2 terms weigting 
functions REp [%]

3 terms weighting 
functions REp [%]

SM LFM SM LFM

0.45 10.74 7.08 3.76 3.40

0.82 7.35 5.27 3.93 2.88

1.02 1.71 2.92 1.83 1.01

1.7 1.77 3.97 1.02 3.15

1.9 2.91 3.76 1.92 1.47

2.76 1.87 1.94 2.87 1.43

As can be concluded from the tests conducted, further 
research is necessary to enable the easy calculation of the 
coefficients in effective two-component weight functions: 
m1, m2, n1 and n2.

CONCLUSIONS

The simplified method of estimating the instantaneous 
wall shear stress presented in the paper is an important issue 
when solving equations describing unsteady fluid flow in 
pressure lines. The presented solution increases the speed of 
calculations while maintaining the necessary accuracy for 
estimating the pressure runs. At the moment, it is becoming 
possible to estimate the pressure variations occurring in 
simple systems in real time – which gives great opportunities 
for the design of control systems.

The series of numerical tests carried out as part of this 
project proved that:
a) the effective weighting functions need not be composed of 

multiple components and thus represent a high correlation 
with the classical functions (Zielke or those from Vardy-
Brown). Proper modelling of wall shear stress is obtained 
using two components,

b) the simplified method concentrating unsteady friction only 
in boundary nodes can be successfully used,

c) gentle shift of the lower limit of the applicability of the 
effective weighting function affects the simulated results. 
However, at the present stage of research it would be hard 
to look for any distinct trend.

Another problem, which should be addressed in the near 
future has been revealed by the analysis of the courses of Ep 
errors obtained in the simulations carried out (Fig. 6). Model 
of unsteady flow with cavitation according to Adamkowski 
and Lewandowski [1] used in this paper, with too large error 
(about 10%), models the flows in the range of low Reynolds 
numbers (v0=0.45 m/s and v0=0.82 m/s). Therefore, it requires 

modifications in order to more accurately simulate the 
transitional flows. Probably, the inclusion of gas cavitation 
(and not just vapor cavitation) will allow for a significant 
improvement in the quality of the modelled functions. 

Lack of a detailed definition of an optimal lower range of 
applicability (for low dimensionless times) for the effective 
weighting function forces the implementation of further 
quantitative research. Without a clearly defined optimal lower 
limit of the applicability for the effective weighting functions, 
it is not possible to optimize the process of safe automatic 
control of hydraulic systems.
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APPENDIX

Coefficients describing effective weighting functions tested in the project are summarized in the following tables A1, A2, A3. 
These coefficients were scaled at the moment of turbulent flows occurrence using assumptions about their universality [17].

Tab. A1. Coefficients of effective two-component weighting functions

L.p. m1 m2 n1 n2

2 terms – ver. I 4.0951 28.6939 64.7685 2051.9391

2 terms – ver. II 6.6203 43.1553 119.9504 4542.6744

2 terms – ver. III 12.6592 77.0123 323.2014 14255.3890

2 terms – ver. IV 2.0902 16.3239 34.0614 713.6440

2 terms – ver. V 2.8889 21.5009 44.7999 1183.8544

Tab. A2. Coefficients of effective three-component weighting functions

L.p. m1 m2 m3 n1 n2 n3

3 terms – ver. I 2.6242 9.7852 34.972 48.007 559.25 6962.4

3 terms – ver. II 3.2982 11.849 42.078 61.214 796.30 10047.2

3 terms – ver. III 5.2734 17.691 62.299 110.32 1707.5 21933.6

3 terms – ver. IV 1.7214 6.7670 24.693 33.398 295.12 3509.8

3 terms – ver. V 2.1201 8.1537 29.394 39.376 404.41 4940.6

Tab. A3. Coefficients of an effective ten-component weighting function

L.p. m1 m2 m3 m4 m5 m6 m7 m8 m9 m10

10 terms

1 0.999651 1.0047 1.2446 2.328 4.43 8.0761 14.341 25.15 43.867

n1 n2 n3 n4 n5 n6 n7 n8 n9 n10

26.3744 70.8493 135.072 226.194 417.598 946.783 2492.23 7100.19 20955.3 62745


