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Abstract. In this article we consider the Burgers equation with some class of perturbations
in one space dimension. Using various energy functionals in appropriate weighted Sobolev
spaces rewritten in the variables ξ√

τ
and log τ , we prove that the large time behavior of

solutions is given by the self-similar solutions of the associated Burgers equation.
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1. INTRODUCTION

This paper is devoted to the study of the long time behavior of solutions to the
following equation

εuττ + uτ = (a(ξ)uξ)ξ −
(
u2 +N (u)

)
ξ

in R× R+, (1.1)

where ε is a positive, not necessarily small parameter. We assume that the diffusion
coefficient a(ξ) is positive and satisfies limξ→±∞ a(ξ) = 1. In addition, we suppose
that there exists γ ≥ 3 and C > 0, such that

|N (u)|+ |uN ′(u)| ≤ C|u|γ . (1.2)

Equations of the form (1.1) arise as mathematical models describing various natural
phenomena, especially in genetics and population dynamics (see for example [15]
and [24]). In the case of an inhomogeneous medium, the diffusion coefficients in such
equations may depend on the space variable ξ.
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In one space dimension, the viscous Burgers equation is given by

uτ = uξξ −
(
u2)

ξ
in R× R+. (1.3)

This is the simplest PDE combining both nonlinear propagation effects and diffusive
effects and it was proposed as a model of turbulent fluid motion by J.M. Burgers
in a series of several articles (see, for example, [5]). Burgers equation could serve as
a nonlinear analog of the Navier-Stokes equations. Moreover, it arises in the study of
pattern formation and in the context of modulations of spatially-periodic waves (see
for example [6]). Noted that the parabolic equation (1.3) can be explicitly solved by
means of the Hopf-Cole transformation and the exact formula reveals that the solution
is regular for all times (see for example [19] for more details on the subject).

The unperturbed case (1.3) is considered in the mathematical community as a lab
model. In fact, in more physical situations, the models are often more rich, hence more
complicated, with respectively hyperbolic, laplacian and regular terms (εuττ , a(ξ) and
N (u)). Therefore, it is completely meaningful for the mathematician to try to extend
his methods and results to perturbations of the lab models, since the perturbed models
are more encountered in the real-worlds models.

Starting with the hyperbolic perturbation of the Burgers equation (1.3). This
hyperbolic modification consists in adding the term εuττ to the equation (1.3), therefore
we obtain the following equation

εuττ + uτ = uξξ −
(
u2)

ξ
in R× R+. (1.4)

We note that the effect of relaxation of various equations has been studied extensively,
we take a moment to recall some known results. The problems of existence and unique-
ness of solution of equation (1.4) have been studied by Escudero in [10]. Particularly in
[25], Orive and Zuazua proved that the equation (1.4) has the same behavior in large
time as the corresponding viscous Burgers equation. In [2], Brenier, Natalini and Puel
have considered a hyperbolic perturbation of the classical Navier-Stokes equations
consisting in adding the term εutt to the Euler equations in R2 after appropriate
rescaling variables, the global existence and uniqueness for solutions are proved with
regular initial data, for sufficiently small ε. In [26], Paicu and Raugel considered the
same relaxed model, they proved, again if ε is small enough, global existence and
uniqueness results of a mild solution only for much less regular in itial data, they thus
improved the global existence results of [2]. Moreover, in the three-dimensional case,
the global existence results for small initial data and sufficiently small ε in analogy
to the classical case, are successfully proved.

On the other hand, we suppose that the laplacian term uξξ in equation (1.4) is
replaced by (a(ξ)uξ)ξ, where a(ξ) is a positive diffusion coefficient which satisfies
limξ→±∞ a(ξ) = 1. Moreover, for physical reasons, we consider a regular disturbance
N (u) in equation (1.4) which verifies the hypothesis (1.2). Specifically, in most physical
applications, we find a polynomial nonlinearity equivalent to u2 close to zero.

Therefore, by combining the three previous perturbations we obtain equation (1.1).
Since in this paper we are going to analyse the asymptotic behavior of the solution

of equation (1.1), it is interesting to introduce this field. We recall that the asymptotic
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stability of small solutions of the damped wave equation has been studied by Gallay
and Raugel in [11] when the nonlinearity N (u, uξ, uτ ) fulfills certain conditions and
vanishes sufficiently as u → 0, under appropriate assumptions on the function a(ξ).
They rely on an introduction of scaling variables and used energy estimates. Likewise,
Hamza in [16] has treated the asymptotic stability of the solution of the damped
hyperbolic equation when the nonlinearity is equal to −|u|p−1u and p ∈ (1, 3), under
appropriate hypotheses on the diffusion a(ξ). In [20], Jaffal-Mourtada has studied
the asymptotic behavior of the solutions for the seconde grade fluids equations in
two-dimensional space. Recently, Hamza in [17], has also considered the third grade
fluids equation in one space dimension, where he shows that the large time behavior of
solutions is given by the very singular self-similar solutions of the associated Burgers
equation, note that in this case he proves that the nonlinear term does not disappear
any more.

In the case ε = 0, a(ξ) ≡ 1 and N ≡ 0, equation (1.1) reduces to the preceding
Burgers equation (1.3).

Our purpose in this paper is to obtain that a small perturbation of the self-similar
solution of equation (1.1) converges to the self-similar solution of the equation (1.3)
with mass

M =
∫

R

(u(ξ, τ) + εuτ (ξ, τ)) dξ =
∫

R

(u0(ξ) + εu1(ξ)) dξ.

The mass M is conserved along the trajectory and should play a crucial role when
describing the large time behavior of the solutions.

As we see above, the description of asymptotic behavior is given by the equation
(1.3). It would be useful to recall some known results. First, we remark that if
u(ξ, τ) is solution of equation (1.3), then for all λ > 0, uλ(ξ, τ) = λu(λ2τ, λξ) is also
a solution. A solution u 6≡ 0 is said to be self-similar, when uλ ≡ u, for all λ > 0.
Such a solution has the form u(ξ, τ) = τ−

1
2 f( ξ√

τ
), where f is a positive function which

satisfies the ordinary differential equation

f ′′(x) + x

2 f
′(x) + 1

2f(x)− 2f(x)f ′(x) = 0 in R. (1.5)

A simple calculation yields

fM (x) = e
−x2

4

CM −
x∫
−∞

e
−t2

4 dt

, (1.6)

where CM = 2
√
π

1−e−M is a constant so that
∫
R
fM (x)dx = M . We denote by gM the

self-similar positive solution,

gM (ξ, τ) = 1√
τ

e
−ξ2
4τ

CM −
ξ√
τ∫

−∞
e
−t2

4 dt

. (1.7)
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We notice that the mass of the function gM is conserved since it is easy to prove that
∫

R

gM (ξ, τ)dξ = M for all τ > 0.

Although, gM is not a solution of the hyperbolic equation (1.1), we can study its
asymptotic stability in the following sense. Let τ0 > 1 be a fixed, sufficiently large real
number that will be chosen later; for (u(ξ, τ0), uτ (ξ, τ0)) near (gM (ξ, τ0), ∂τgM (ξ, τ0)),
the corresponding solution u(ξ, τ) of equation (1.1) converges to gM (ξ, τ) in an appro-
priate norm, when τ → +∞.

Remark 1.1. We notice that, gM is only an asymptotic solution. That is why we
choose τ0 > 1 sufficiently large in this paper. This technical choice was made in many
similar case (see for example in [11,12,16,17] and [20]).

Now, we can rewrite (1.1) conveniently in terms of the variables

x = ξ√
τ

and t = log τ. (1.8)

These similarity variables have been introduced before for proving the convergence
to self-similar solutions in the case of the parabolic equation uτ = uξξ − |u|p−1u (see
[3, 4, 7–9] and [21]). These techniques work even for a large similar class of equations
(for more detail, see for example ([22,28] and [32])). As we see above, the method of
scaling variables coupled with energy estimates and various weighted energy estimates
was successfully used by Gallay and Raugel in [11] and [12]. Similarly, Gallay and
Wayne used these scaling variables to obtain the asymptotic behavior of the solution for
the Navier-Stokes equations in the full space of the d-multidimensional case (d = 2, 3)
(see [13] and [14] for example for more details on the subject).

Writing equation (1.1) as a first order system of equations for the functions u, uτ
and rescaling the two components independently as in [11], we are led to set

u(ξ, τ) = τ
−1
2 v
(
ξτ
−1
2 , log τ

)
and uτ (ξ, τ) = τ

−3
2 w

(
ξτ
−1
2 , log τ

)
, (1.9)

or equivalently

v(x, t) = e
t
2u
(
xe

t
2 , et

)
and w(x, t) = e

3t
2 uτ

(
xe

t
2 , et

)
.

It is easy to show that u(ξ, τ) is a solution of (1.1) if and only if the new functions
v(x, t), w(x, t) satisfy the system

{
w = vt − x

2 vx − 1
2v,

εe−t
[
wt − x

2wx − 3
2w
]

+ w =
(
a
(
xe

t
2

)
vx

)
x
− 2vvx − et

(
N
(
e−

t
2 v
))

x
,

(1.10)
where x ∈ R, t ≥ t0 = log τ0.
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The initial data for (v, w) at time t = t0 are related to those of u at time τ = τ0 by

v(x, t0) = e
t0
2 u
(
xe

t0
2 , et0

)
and w(x, t0) = e

3t0
2 uτ

(
xe

t0
2 , et0

)
.

Since we study the stability of the solutions u(ξ, τ) of equation (1.1), with initial data
(u(ξ, τ0), uτ (ξ, τ0)) near (gM (ξ, τ0), ∂τgM (ξ, τ0)), it is convenient to perform the
following change of functions.

F (x, t) = v(x, t)− fM (x) and G(x, t) = w(x, t) + 1
2fM (x) + x

2 f
′
M (x).

The functions F (x, t), G(x, t) satisfy the system:
{
G = Ft − x

2Fx − 1
2F,

εe−t
[
Gt − x

2Gx − 3
2G
]

+ Ft = L(F ) + N(F )− εe−tr(x),
(1.11)

with the initial data



F (x, t0) = e

t0
2 u
(
xe

t0
2 , et0

)
− fM (x) = F0(x),

G(x, t0) = e
3t0

2 uτ

(
xe

t0
2 , et0

)
+ 1

2fM (x) + x
2 f
′
M (x) = G0(x),

(1.12)

where




L(F ) =
(
a
(
xe

t
2

)
Fx

)
x

+ x
2Fx + 1

2F − 2(FfM )x +
[(
a
(
xe

t
2

)
− 1
)
f ′M (x)

]
x
,

N(F ) = −(F 2)x − et
(
N
(
e−

t
2 (F + f)

))
x
,

r(x) = 3
2
(
x
2 fM (x)

)′ +
(
x2

4 f
′
M (x)

)′′
.

(1.13)
We now give the precise assumptions on the diffusion a(ξ). We will assume that the
diffusion coefficient a(ξ) : R→ R is a C1-functions satisfying

ā > a(ξ) > a for all ξ ∈ R and lim
|ξ|→+∞

a(ξ) = 1.

We set b(ξ) = a(ξ)− 1 and assume that

b ∈ L2(R) and ξb′(ξ) ∈ L2(R). (1.14)

Also, we define
|||b|||2 = ‖b‖2

L2 +
∫

R

ξ2|b′(ξ)|2dξ. (1.15)

We next introduce the Hilbert spaces in which we shall study the solutions of our
problem (1.11). For any real number m, we define L2(m) the weighted Lebesgue space
as

L2(m) =
{
u ∈ L2(R), u(1 + |x|m) ∈ L2(R)

}
,
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equipped with the norm

‖u‖2
L2(m) =

∫

R

u2(1 + |x|2m)dx.

Also, we define the following weighted Sobolev space

H1(m) =
{
u ∈ L2(m), ux ∈ L2(m)

}
,

equipped with the following norm

‖u‖2
H1(m) = ‖u‖2

L2(m) + ‖ux‖2
L2(m).

In particular, we define the product space

Xm = H1(m)× L2(m),

equipped with the standard norm

‖(v, w)‖2
Xm = ‖v‖2

H1(m) + ‖w‖2
L2(m).

Also, given ε > 0, we shall often endow the space Xm with the ε-dependent norm
associated with the quadratic form

Φm(ε, v, w) = ‖v‖2
H1(m) + ε‖w‖2

L2(m). (1.16)

This ε-dependent norm will be useful to state existence results and estimates which
are uniform in ε, as ε→ 0.

Here we proclaim our main result.

Theorem 1.2. Let m > 1, γ ≥ 3 and ε0 > 0 be fixed. There exist t0 > 0 and δ0 > 0,
such that, for all ε ∈ (0, ε0] and for all (F0, G0) ∈ Xm with

∫

R

(
F0(x) + εe−t0G0(x)

)
dx = 0

and Φm(εe−t0 , F0, G0) ≤ δ2
0, the equation (1.11) has a unique solution (F,G) ∈

C0([t0,+∞), Xm) satisfying

(F (t0), G(t0)) = (F0, G0).

Moreover, there exist µ0 > 0 and C > 0, such that for all t ≥ t0,

‖F (t)‖2
H1(m) + εe−t‖G(t)‖2

L2(m) +
t∫

t0

e−( 1
2 +µ0)(t−s)‖G(s)‖2

L2(m)ds

≤ C
[
Φm

(
εe−t0 , F0, G0

)
+ |||b|||2e

−t0
2 + εe−t0 + e(−

γ
2 +1)t0

]
e−

1
2 (t−t0).

(1.17)
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Moreover, we have

ε‖G(t)‖2
L2 ≤ C

[
‖(F0, G0)‖2

Xm + ε|||b|||2e
−t0

2 + ε2e−t0 + εe(−
γ
2 +1)t0

]
e−

1
2 (t−t0),

(1.18)
where |||b|||2 is defined in (1.15).

In the original variables, Theorem 1.2 implies the following result.
Corollary 1.3. For all (u(·, τ0), uτ (·, τ0)) ∈ Xm such that

∫

R

(u(ξ, τ0) + εuτ (ξ, τ0)) dξ = M

and ‖u(·, τ0) − gM (·, τ0)‖H1(m) + ε‖uτ (·, τ0) − ∂τgM (·, τ0)‖L2(m) is small enough,
the solution u of (1.1) belongs to C0([τ0,+∞), H1(m)) ∩ C1([τ0,+∞), L2(m)) and
satisfies in particular the following estimate

‖√τu(ξ
√
τ , τ)− fM (ξ)‖L∞ = O

(
τ−

1
4

)
, τ → +∞. (1.19)

Moreover, by (1.18) we have

‖√τuτ (ξ
√
τ , τ) + 1

2τ fM (ξ) + ξ

2τ f
′
M (ξ)‖L2 = O

(
τ−1) , τ → +∞. (1.20)

This result can be improved in the case where b(ξ) = 0 and γ > 3, in the following
sense:
Theorem 1.4. Let m > 1, γ > 3 and ε0 > 0 be fixed. We suppose that b(ξ) = 0.
There exist t0 > 0 and δ0 > 0, such that, for all ε ∈ (0, ε0] and for all (F0, G0) ∈ Xm

with ∫

R

(
F0(x) + εe−t0G0(x)

)
dx = 0

and
Φm

(
εe−t0 , F0, G0

)
≤ δ2

0 ,

the equation (1.11) has a unique solution (F,G) ∈ C0 ([t0,+∞), Xm) satisfying

(F (t0), G(t0)) = (F0, G0).

Moreover, there exist µ0 > 0 and C > 0, such that for all t ≥ t0,

‖F (t)‖2
H1(m) + εe−t‖G(t)‖2

L2(m) +
t∫

t0

e−( 1
2 +µ0)(t−s)‖G(s)‖2

L2(m)ds

≤ C
[
Φm

(
εe−t0 , F0, G0

)
+ εe−t0 + e(−

γ
2 +1)t0

]
e−min( γ2−1, 1

2 +µ0)(t−t0).

(1.21)

Moreover, we have

ε‖G(t)‖2
L2 ≤ C

[
‖(F0, G0)‖2

Xm + ε2e−t0 + εe(−
γ
2 +1)t0

]
e−min( γ2−1, 1

2 +µ0)(t−t0).

(1.22)
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Also, in the original variables, Theorem 1.4 implies the following corollary.

Corollary 1.5. For all (u(·, τ0), uτ (·, τ0)) ∈ Xm such that
∫

R

(u(ξ, τ0) + εuτ (ξ, τ0)) dξ = M

and ‖u(·, τ0) − gM (·, τ0)‖H1(m) + ε‖uτ (·, τ0) − ∂τgM (·, τ0)‖L2(m) is small enough,
the solution u of (1.1) belongs to C0([τ0,+∞), H1(m)) ∩ C1([τ0,+∞), L2(m)) and
satisfies in particular the following estimate

‖√τu(ξ
√
τ , τ)− fM (ξ)‖L∞ = O

(
τ−min( γ4− 1

2 ,
1
4 +µ0

2 )
)
, τ → +∞. (1.23)

Moreover, by (1.22) we have

‖√τuτ (ξ
√
τ , τ) + 1

2τ fM (ξ) + ξ

2τ f
′
M (ξ)‖L2 = O

(
τ−min( γ4 + 1

4 ,
µ0
2 +1)

)
, τ → +∞.

(1.24)

Remark 1.6. We notice that, if we study the classical functional E1(t) as in [11],
then we obtain in the energy estimates some positive terms that we can not control
(unlike the case in [11]). In particular, this does not allow us to obtain “good estimates”
of the energy. To overcome this problem, we introduce a new functional E2(t), with
a weight q(x) (defined as below), in the way that the new functional is “equivalent” to
E1(t). This choice is due to a purely technical reason. The construction of the weight
q(x) in the estimate (2.43) (below), use the fact that fM = f(x) and we deduce the
crucial differential equality (defined in (2.49) below).

We now pass to a short discussion on the parabolic case. If ε = 0, equation (1.1) is
reduced to

uτ = (a(ξ)uξ)ξ −
(
u2 +N (u)

)
ξ

in R× R+.

In the variable (x, t), the corresponding problem is

Ft = L(F ) + N(F ). (1.25)

Since all the estimates in Theorem 1.2 are shown to be uniform in ε, for 0 < ε ≤ ε0,
we have the following result

Theorem 1.7. Let m > 1 and γ ≥ 3 be fixed. There exist t0 > 0 and δ0 > 0, such that,
for all F0 ∈ H1(m) with

∫
R F0(x)dx = 0 and ‖F0‖H1(m) < δ0, the equation (1.25) has

a unique solution F ∈ C0 ([t0,+∞), H1(m)
)
satisfying F (t0) = F0. Moreover, there

exist C > 0, such that for all t > t0,

‖F (t)‖H1(m) ≤ C
[
‖F0‖2

H1(m) + |||b|||2e
−t0

2 + e(−
γ
2 +1)t0

] 1
2
e−

1
4 (t−t0).
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In this type of problem, the first step in the study of the asymptotic behavior
of the solutions of equation (1.11) is to prove a local existence in weighted Sobolev
spaces. In [11] a local existence result of the solutions of equation (1.11) in the energy
space Xm was given for more general situations. Here we will state a specific version
of the result as a lemma.
Lemma 1.8. Let ε > 0, m ∈ N, γ ≥ 3 and δ > 0 be given. There exists tmax > 0
such that, for all initial data (F0, G0) ∈ Xm, with

∫

R

(
F0(x) + εe−t0G0(x)

)
dx = 0

and ‖(F0, G0)‖Xm < δ, the equation (1.11) has a unique (mild) solution (F,G) ∈
C0([t0, t0 + tmax), Xm) satisfying

(F (t0), G(t0)) = (F0, G0).

The solution (F (t), G(t)) depends continuously on the initial data in Xm, uniformly
in t ∈ [t0, t0 + tmax).

The proof of this lemma is based on the semi-group method given by Pazy in [27] in
order to show that the Cauchy problem for (1.11) is locally well-posed in the space Xm.
Remark 1.9. We call a mild solution of a differential equation a continuous solution
of the corresponding integral equation. In particular, every mild solution is a weak
solution of the differential equation. For more details, see for example the works of
Pazy in [27] and Ball in [1].
Remark 1.10. The theorem of the local existence, uniqueness and estimates of
solutions in Hölder spaces for some nonlinear differential evolutionary system with
initial conditions has been formulated and proved by Sapa in [31].
Remark 1.11. If tmax < +∞, we have

lim
t→→t0+tmax

‖ ((F (t), G(t)) ‖Xm = +∞.

This paper is divided as follows; in Section 2, we use various energy estimates to
control the behavior in time of the solutions of system (1.11) in the space Xm. In
Section 3, we show the global existence of the solutions and obtain the decay estimates
(1.17) and (1.21). Finally in Section 4, we prove better estimates of the time derivative
which allow to obtain (1.18) and (1.22).

2. ENERGY ESTIMATES

Throughout the section, in order to simplify the notations, we write the function fM
by f .

In this section, we make energy estimates on solutions of the equation (1.11). These
estimates are independent on ε. Thus, we fix ε0 > 0, m > 1 and γ ≥ 3. We assume that
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for ε ∈ (0, ε0], t0 > 0 and T > 0, we are given a solution (F,G) ∈ C0 ([t0, t0 + T ], Xm)
of (1.11) with initial data (F0, G0) ∈ Xm, ‖(F0, G0)‖Xm ≤ δ0 and

∫

R

(
F0(x) + εe−t0G0(x)

)
dx = 0,

which satisfies
‖F (t)‖H1(m) < κδ0 < 1, t ∈ [t0, t0 + T ] (2.1)

where κ is a real number which will be fixed later and δ0 is small enough such that
κδ0 < 1.

Our aim is to control the behavior of the solution (F,G) on the time interval
[t0, t0 +T ] using energy functionals. To do that, we first decompose the solution (F,G).
Then, we introduce the functions

F̃ (x, t) = F (x, t)− α(t)ϕ(x) and G̃(x, t) = G(x, t)− β(t)ϕ(x)− α(t)ψ(x), (2.2)

where ϕ(x) satisfies the differential equation

ϕ′(x) + x

2ϕ(x)− 2ϕ(x)f(x) = 0, (2.3)

and
ψ(x) = x

2ϕ
′(x) + 1

2ϕ(x). (2.4)

A simple calculation yields

ϕ(x) = − 2
√
π

(1− eM )(1− e−M )
e
−x2

4

(CM −
x∫
−∞

e
−t2

4 dt)2
. (2.5)

Clearly, we have ∫

R

ϕ(x)dx = 1 and
∫

R

ψ(x)dx = 0. (2.6)

We also set
α(t) =

∫

R

F (x, t)dx and β(t) =
∫

R

G(x, t)dx. (2.7)

Using (1.11), we remark that α(t) and β(t) satisfy the following relation

β(t) = α̇(t) and α̇(t) + εe−t
(
β̇(t)− α̇(t)

)
= 0. (2.8)

Then, we obtain

α(t) = α(t0)e− 1
ε (et−et0) and β(t) = −α(t0)

ε
ete−

1
ε (et−et0). (2.9)
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Remark 2.1. It should be noted that from (2.9), we see easily that the growth of
α(t) and β(t) is much smaller than e−ζt for all ζ > 0.

It follows from (2.2), (2.6) and (2.7) that
∫

R

F̃ (y, t)dy =
∫

R

G̃(y, t)dy = 0.

Therefore we can define the primitive functions

V (x, t) =
x∫

−∞

F̃ (y, t)dy and W (x, t) =
x∫

−∞

G̃(y, t)dy. (2.10)

Let us recall the following Hardy type inequality (for more details on this subject,
we refer the reader to Section 9.9 in [18])

‖V ‖L2 ≤ 2‖xF̃‖L2 and ‖W‖L2 ≤ 2‖xG̃‖L2 . (2.11)

Using (1.11) and (2.2), we remark that (F̃ , G̃) ∈ C0 ([t0, t0 + T ], Xm) is a solution of
the system




G̃ = F̃t − x
2 F̃x − 1

2 F̃ ,

εe−t
[
G̃t − x

2 G̃x − 3
2 G̃
]

+ G̃ =
(
a
(
xe

t
2

)
F̃x

)
x
− 2(F̃ f)x −

((
F̃ + α(t)ϕ

)2
)

x

,

−et
(
N
(
e−

t
2

(
F̃ + α(t)ϕ+ f

)))
x

+ α(t)
(
b
(
xe

t
2

)
ϕ′
)
x

+ h(x, t)− εe−tr(x),
(2.12)

where
h(x, t) =

[
εe−t

(
xβ(t)ϕ− x

2α(t)(ψ − ϕ)
)

+ b
(
xe

t
2

)
f ′
]
x
. (2.13)

We notice that the term b(xe t2 )ϕ′ in system (2.12) is obtained by our choice
of the function ϕ.

Since (F,G) ∈ C0 ([t0, t0 + T ], Xm) and m > 1, then (V,W ) ∈ C0 ([t0, t0 + T ], X0)

is a classical solution of the system




W = Vt − x
2Vx,

εe−t[Wt − x
2Wx −W ] +W = a

(
xe

t
2

)
Vxx − 2Vxf − (Vx + α(t)ϕ)2,

−et(N
(
e−

t
2 (Vx + α(t)ϕ+ f)

)
) + α(t)b

(
xe

t
2

)
ϕ′ +H(x, t)− εe−tR(x),

(2.14)

where

H(x, t) =
x∫

−∞

h(y, t)dy = εe−t
(
xβ(t)ϕ(x)− x

2α(t)(ψ(x)− ϕ(x))
)

+ b
(
xe

t
2

)
f ′(x),

(2.15)
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and

R(x) =
x∫

−∞

r(y)dy = 3x
4 f(x) +

(
x2

4 f
′(x)

)′
. (2.16)

In the sequel C denotes positive constants which can change from one step to
another that are independent of κδ0 and ε. In order to obtain some energy estimates,
we need some properties of the function f defined in (1.6). More precisely, by exploiting
the expression (1.6), we easily remark that we have the following estimate

2∑

i=0
sup
x∈R

∣∣∣
(
1 + |x|2m

)
f (i)(x)

∣∣∣ ≤ C. (2.17)

To control the norm of (F,G) ∈ Xm, we first make an estimate of (V,W ) by introducing
the following functional

E1(t) = 1
2

∫

R

V 2(x, t)dx+ εe−t
∫

R

V (x, t)W (x, t)dx.

2.1. ESTIMATE OF (V,W )

Lemma 2.2. Assume that (F,G) ∈ C0([t0, t0 + T ], Xm) is a solution of (1.11) satis-
fying (2.1) and ∫

R

(
F0(x) + εe−t0G0(x)

)
dx = 0.

Then E1 ∈ C1 ([t0, t0 + T ]) and there exists C > 0 such that for all t ∈ [t0, t0 + T ],

d

dt
E1(t) + E1(t)

2 ≤ −1
2

∫

R

F 2dx+
∫

R

V 2f ′dx+ Σ1(t), (2.18)

where Σ1 satisfies for all ω > 0 ,

Σ1(t) ≤ Cκδ0

∫

R

(F 2 + F 2
x )dx+ C‖F0‖2

L2e−2(t−t0) + Cεe−t
∫

R

G2 (1 + |x|2m
)
dx

+ Cω

∫

R

F 2 (1 + |x|2m
)
dx+ C

(
1 + 1

ω

)
e
−t
2 ‖b‖2

L2 + Cεe−t + Ce(−
γ
2 +1)t.

(2.19)

Proof. The functional E1 is differentiable for t ∈ [t0, t0 + T ] and

d

dt
E1(t) =

∫

R

V Vtdx+ εe−t
∫

R

(VWt + VtW − VW )dx.
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We note

M(V ) = a
(
xe

t
2

)
Vxx + x

2Vx − 2Vxf − (Vx + α(t)ϕ)2 − etN
(
e−

t
2 (Vx + α(t)ϕ+ f)

)

+ α(t)b
(
xe

t
2

)
ϕ′ +H(x, t).

(2.20)

Using the identity,

V Vt + εe−t(VWt + VtW − VW ) = VM(V ) + εe−t
[
W 2 − V R+ x

2 (VW )x
]
, (2.21)

we obtain
d

dt
E1(t) =

∫

R

VM(V )dx+ εe−t
∫

R

[
W 2 − V R+ x

2 (VW )x
]
dx.

Then by integrating by parts, we have
d

dt
E1(t) = −

∫

R

F̃ 2dx− 1
4

∫

R

V 2dx+
∫

R

V 2f ′dx+ Σ1
1(t),

where

Σ1
1(t) =

∫
R
b
(
xe

t
2

)
V Vxxdx−

∫
R
V (Vx + α(t)ϕ)2dx

−et
∫
R
VN

(
e−

t
2 (Vx + α(t)ϕ+ f)

)
dx+ α(t)

∫
R
V b
(
xe

t
2

)
ϕ′dx.

Hence
d

dt
E1(t) + E1(t)

2 = −
∫

R

F̃ 2dx+
∫

R

V 2f ′dx+ Σ2
1(t), (2.22)

where

Σ2
1(t) = Σ1

1(t) + 1
2εe
−t
∫

R

VWdx

=
∫

R

b
(
xe

t
2

)
V Vxxdx−

∫

R

V (Vx + α(t)ϕ)2dx

− et
∫

R

VN
(
e−

t
2 (Vx + α(t)ϕ+ f)

)
dx+ α(t)

∫

R

V b
(
xe

t
2

)
ϕ′

+
∫

R

V H(x, t)dx+ εe−t
∫

R

(
W 2 − V R

)
dx.

Using the fact that ab ≤ 1
4a

2 + 4b2 and (2.9), we prove easily

−
∫

R

F̃ 2dx ≤ −1
2

∫

R

F 2dx+ C‖F0‖2
L2e−2(t−t0). (2.23)
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By the Sobolev inequality, we get

‖V ‖L∞ ≤ C‖V ‖
1
2
L2‖F̃‖

1
2
L2 . (2.24)

From (2.7), a simple calculation yields

|α(t)| ≤ C‖F‖H1(m) < Cκδ0. (2.25)

Using (2.2), the Hardy inequality (2.11), (2.24) and (2.25), we obtain

‖V ‖L∞ ≤ C‖xF̃‖
1
2
L2‖F̃‖

1
2
L2 ≤ C‖F̃‖H1(m) ≤ C‖F‖H1(m). (2.26)

By (2.1), (2.5), (2.25) and (2.26), we get
∫

R

V (Vx + α(t)ϕ)2dx ≤ ‖V ‖L∞
∫

R

F 2dx ≤ Cκδ0

∫

R

F 2dx. (2.27)

By the Hardy inequality (2.11) we have the estimate

‖V ‖L2 ≤ C‖F‖L2(m). (2.28)

On the other hand, by Sobolev inequalities and (2.1), we find

‖F (t)‖L∞ ≤ C‖F (t)‖H1(m) < Cκδ0. (2.29)

A simple calculation yields

‖(F + f)γ‖L2 ≤ C‖F γ‖L2 + C‖fγ‖L2 ≤ C‖F‖γ−1
L∞ ‖F‖L2 + C‖fγ‖L2 . (2.30)

From (2.17), (2.29) and (2.30), we deduce that

‖(F + f)γ‖L2 ≤ C. (2.31)

Also, by (1.2), we have

et
∫

R

VN
(
e−

t
2 (F + f)

)
dx ≤ Ce(− γ2 +1)t

∫

R

|V ||(F + f)γ |dx. (2.32)

Therefore, by using the fact that ab ≤ a2 +b2, (2.1), (2.28), (2.31) and (2.32), we obtain

et
∫

R

VN
(
e−

t
2 (F + f)

)
dx ≤ Ce(− γ2 +1)t



∫

R

V 2dx+
∫

R

(F + f)2γdx




≤ Ce(− γ2 +1)t.

(2.33)

Also, the fact that ab ≤ ωa2 + 1
ω b

2 for all ω > 0, together with the fact that ϕ′ ∈ L∞(R)
and (1.14), implies that

∣∣∣∣∣∣
α(t)

∫

R

V b
(
xe

t
2

)
ϕ′

∣∣∣∣∣∣
≤ |α(t)|‖ϕ′‖L∞


ω
∫

R

V 2dx+ 1
ω

∫

R

b2
(
xe

t
2

)
dx


 .



Asymptotic profiles for a class of perturbed Burgers equations in one space dimension 55

Then, by (2.25) and (2.28), we get, for all ω > 0,
∣∣∣∣∣∣
α(t)

∫

R

V b
(
xe

t
2

)
ϕ′

∣∣∣∣∣∣
≤ Cω

∫

R

F 2 (1 + |x|2m
)

+ C

ω
e
−t
2 ‖b‖2

L2 . (2.34)

By (2.2), (2.7) and the Hardy inequality (2.11) we have the estimate

‖W‖L2 ≤ C
[
‖F‖H1(m) + ‖G‖L2(m)

]
. (2.35)

Also, from (2.16), we find
‖R‖L2 ≤ C. (2.36)

Hence, by combining (2.28), (2.35), (2.36) and the Cauchy-Schwarz inequality, we
obtain

εe−t
∫

R

(
W 2 − V R

)
dx ≤ C


εe−t

∫

R

G2 (1 + |x|2m
)
dx+ εe−t


 . (2.37)

By the fact that ab ≤ a2 + b2 and (2.26), we conclude that

∫

R

b
(
xe

t
2

)
V Vxxdx ≤ ‖V ‖L∞



∫

R

F̃ 2
xdx+

∫

R

b2
(
xe

t
2

)
dx


 . (2.38)

Therefore, by (1.14), (2.1), (2.9), (2.38), together with the fact that ϕ′ ∈ L∞(R) and
ϕ ∈ L2(R), we obtain

∫

R

b
(
xe

t
2

)
V Vxxdx ≤ Cκδ0

∫

R

F 2
xdx+ C‖F0‖2

L2e−2(t−t0) + Ce
−t
2 ‖b‖2

L2 . (2.39)

Now we control the term
∫
R
V H(x, t)dx.

By (2.17) and as in (2.34) we have the estimate, for all ω > 0,
∫

R

V b
(
xe

t
2

)
f ′dx ≤ Cω

∫

R

F 2 (1 + |x|2m
)

+ C

ω
e
−t
2 ‖b‖2

L2 . (2.40)

Also, we have
∫

R

V
(
xβ(t)ϕ(x)− x

2α(t)(ψ(x)− ϕ(x))
)
dx

≤ ‖V ‖L∞
∫

R

∣∣∣xβ(t)ϕ(x)− x

2α(t)(ψ(x)− ϕ(x))
∣∣∣ dx.

(2.41)
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Therefore, by (2.4), (2.5), (2.9), (2.15), (2.24), (2.40) and (2.41), we conclude that,
for all ω > 0,

∫

R

V H(x, t)dx ≤ C

ω
e
−t
2 ‖b‖2

L2 + Cεe−t
∫

R

G2 (1 + |x2m|
)
dx

+ C


εe−t + ω

∫

R

F 2 (1 + |x|2m
)

 .

(2.42)

Combining (2.22), (2.23), (2.27), (2.33), (2.34), (2.37), (2.39) and (2.42), one easily
obtains (2.18) and (2.19) where

Σ1(t) = Σ2
1(t) + C‖F0‖2

L2e−2(t−t0).

Remark 2.3. We notice that the term
∫
R V

2f ′ in the inequality (2.18) is not
necessarily negative, which does not allow to prove decay estimate of (F,G) in Xm.
To overcome this difficulty, we construct a new functional E2(t) with a weight q by

E2(t) = 1
2

∫

R

V 2(x, t)q(x)dx+ εe−t
∫

R

V (x, t)W (x, t)q(x)dx,

where q will be given below. We have E2(t) is equivalent to E1(t) that is, there exists
a constant C > 1 such that we have C−1E1(t) ≤ E2(t) ≤ CE1(t). The introduction of
this new functional E2(t) is a crucial step to obtain optimal energy estimates.

2.2. BETTER ESTIMATE OF (V,W )

An appropriate choice for the weight q is, for example,

q(x) = CM −
x∫

−∞

e
−t2

4 dt = f(x)e x
2

4 e−2H(x), (2.43)

where

H(x) = − log


CM −

x∫

−∞

e
−t2

4 dt


 =

x∫

−∞

f(y)dy.

Clearly, we have q ∈ C∞(R), positive function and satisfying the bounds

1
c1
≤ q(x) ≤ c1, for all x ∈ R, (2.44)

where c1 > 1. Moreover, we easily obtain the following estimate

‖q‖L∞(R) + sup
x∈R

∣∣∣q′(x) (1 + |x|)
∣∣∣ ≤ C, (2.45)

which is useful to obtain the following lemma.
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Lemma 2.4. Assume that (F,G) ∈ C0 ([t0, t0 + T ], Xm) is a solution of (1.11) satis-
fying (2.1) and

∫

R

(
F0(x) + εe−t0G0(x)

)
dx = 0.

Then E2 ∈ C1 ([t0, t0 + T ]) and there exists C > 0 such that for all t ∈ [t0, t0 + T ],

d

dt
E2(t) + E2(t)

2 ≤ −1
2

∫

R

F 2q(x)dx+ Σ2(t), (2.46)

where Σ2 satisfies for all ω > 0,

Σ2(t) ≤ Cκδ0

∫

R

(F 2 + F 2
x )dx+ C‖F0‖2

L2e−2(t−t0) + Cεe−t
∫

R

G2 (1 + |x|2m
)
dx

+ Cω

∫

R

F 2 (1 + |x|2m
)
dx+ C

(
1 + 1

ω

)
e
−t
2 ‖b‖2

L2 + Cεe−t + Ce(−
γ
2 +1)t.

(2.47)

Proof. The functional E2 is differentiable for t ∈ [t0, t0 + T ] and

d

dt
E2(t) =

∫

R

V Vtq(x)dx+ εe−t
∫

R

(VWt + VtW − VW ) q(x)dx.

Using the identity (2.21) and (2.20), we obtain

d

dt
E2(t) =

∫

R

VM(V )qdx+ εe−t
∫

R

[
W 2 − V R+ x

2 (VW )x
]
qdx.

Integrating by parts, we have

d

dt
E2(t) =

∫

R

VM(V )q(x)dx− εe
−t

2

∫

R

VWxq′(x)

+ εe−t
∫

R

(
W 2 − V R− 1

2VW
)
q(x)dx.

Therefore

d

dt
E2(t) =

∫

R

V
[
a
(
xe

t
2

)
Vxx + x

2Vx − 2fVx
]
q(x)dx+ Σ1

2(t),
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where

Σ1
2(t) = −

∫

R

V (Vx + α(t)ϕ)2qdx− et
∫

R

VN
(
e−

t
2 (Vx + α(t)ϕ+ f)

)
qdx

+ α(t)
∫

R

V b
(
xe

t
2

)
ϕ′qdx+

∫

R

V H(x, t)qdx− εe
−t

2

∫

R

VWxq′(x)dx

+ εe−t
∫

R

(
W 2 − V R− 1

2VW
)
q(x)dx.

A simple calculation yields
∫

R

V
[
a
(
xe

t
2

)
Vxx + x

2Vx − 2fVx
]
q(x)dx =

∫

R

V
[
Vxx + x

2Vx − 2fVx
]
q(x)dx+Σ2

2(t),

where
Σ2

2(t) =
∫

R

b(xe t2 )V Vxxq(x)dx.

Let us recall that q(x) = f(x)e x
2

4 −2H(x). Then, we deduce
∫

R

V
[
Vxx + x

2Vx − 2fVx
]
q(x)dx =

∫

R

V
(
Vxe

x2
4 −2H

)
x
f(x)dx

= −
∫

R

V 2
x q(x) + 1

2

∫

R

V 2
(
e
x2
4 −2Hf ′(x)

)′
dx.

(2.48)

Note that by (1.5) we may write
(
e
x2
4 −2H(x)f ′(x)

)′
= e

x2
4 −2H(x)

(x
2 f
′(x)− 2f(x)f ′(x) + f ′′(x)

)
= −1

2q(x). (2.49)

We infer from (2.48) and (2.49) that
∫

R

V
[
Vxxdx+ x

2Vx − 2fVx
]
q(x)dx = −

∫

R

F̃ 2q(x)dx− 1
4

∫

R

V 2q(x). (2.50)

Using (2.23) and (2.44), we write

−
∫

R

F̃ 2q(x)dx ≤ −1
2

∫

R

F 2q(x)dx+ C‖F (t0)‖2
L2e−2(t−t0). (2.51)

Therefore
d

dt
E2(t) + E2(t)

2 ≤ −1
2

∫

R

F 2q(x)dx+ Σ2(t), (2.52)
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where

Σ2(t) = Σ1
2(t) + Σ2

2(t) + 1
2εe
−t
∫

R

VWq(x)dx+ C‖F (t0)‖2
L2e−2(t−t0). (2.53)

By (2.1), (2.5), (2.25) (2.26) and (2.45), we get
∫

R

V (Vx + α(t)ϕ)2qdx ≤ ‖V ‖L∞‖q‖L∞
∫

R

F 2dx ≤ Cκδ0

∫

R

F 2dx. (2.54)

As in (2.33) and by (2.45), we have

et
∫

R

VN
(
e−

t
2 (Vx + α(t)ϕ+ f)

)
qdx ≤ Ce(− γ2 +1)t. (2.55)

By the fact that ab ≤ a2 + b2, (2.26) and (2.45), we conclude that

∫

R

b(xe t2 )V Vxxq(x)dx ≤ ‖V ‖L∞‖q‖L∞



∫

R

F̃ 2
xdx+

∫

R

b2(xe t2 )dx


 . (2.56)

Therefore, by (1.14), (2.1), (2.9), (2.56), together with the fact that ϕ′ ∈ L∞(R) and
ϕ ∈ L2(R), we obtain
∫

R

b(xe t2 )V Vxxq(x)dx ≤ Cκδ0

∫

R

F 2
xdx+ C‖F0‖2

L2e−2(t−t0) + Ce
−t
2 ‖b‖2

L2 . (2.57)

The fact that ab ≤ ωa2 + 1
ω b

2 for all ω > 0, together with the fact that ϕ′ ∈ L∞(R),
(1.14) and (2.45), implies that

∣∣∣∣∣∣
α(t)

∫

R

V b(xe t2 )ϕ′q

∣∣∣∣∣∣
≤ |α(t)|‖ϕ′‖L∞‖q‖L∞


ω
∫

R

V 2dx+ 1
ω

∫

R

b2(xe t2 )dx


 .

Furthermore, by (2.1), (2.25) and (2.28), we get, for all ω > 0,
∣∣∣∣∣∣
α(t)

∫

R

V b(xe t2 )ϕ′q

∣∣∣∣∣∣
≤ Cω

∫

R

F 2 (1 + |x|2m
)

+ C

ω
e
−t
2 ‖b‖2

L2 . (2.58)

In a similar way, by (2.28), (2.35) and (2.45), we have
∫

R

VWxq′dx ≤ ‖xq′‖L∞‖V ‖L2‖W‖L2 ,
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this estimate together with (2.37), implies that

ε
e−t

2

∫

R

VWxq′(x)dx+ εe−t
∫

R

(W 2 − V R)q(x)dx

≤ C


εe−t

∫

R

G2 (1 + |x2m|
)
dx+ εe−t


 .

(2.59)

Similarly as in (2.42) together with (2.45), we obtain, for all ω > 0,
∫

R

V H(x, t)qdx ≤ C

ω
e
−t
2 ‖b‖2

L2 + Cεe−t
∫

R

G2 (1 + |x2m|
)
dx

+ C


εe−t + ω

∫

R

F 2 (1 + |x|2m
)

 .

(2.60)

In the same way to (2.39), we have

Σ2
2(t) ≤ Cκδ0

∫

R

F 2
xdx+ C‖F0‖2

L2e−2(t−t0) + Ce
−t
2 ‖b‖2

L2 . (2.61)

Consequently, combining (2.52), (2.53), (2.54), (2.55), (2.57), (2.58),(2.59) and (2.60),
one easily obtains (2.46) and (2.47). This concludes the proof of Lemma 2.4.

2.3. ESTIMATES IN Xm OF (F,G)

To control the time behavior of (F (t), G(t)) defined in (1.11) in Xm, we introduce the
following energy functionals

E3(t) = 1
2

∫

R

F 2(x, t)dx+ εe−t
∫

R

F (x, t)G(x, t)dx,

E4(t) = 1
2

∫

R

F 2(x, t)|x|2mdx+ εe−t
∫

R

F (x, t)G(x, t)|x|2mdx,

E5(t) = E3(t) + E4(t).

Lemma 2.5. Assume that (F,G) ∈ C0 ([t0, t0 + T ], Xm) is a solution of (1.11) satis-
fying (2.1) and

∫

R

(
F0(x) + εe−t0G0(x)

)
dx = 0.



Asymptotic profiles for a class of perturbed Burgers equations in one space dimension 61

Then E5 ∈ C1 ([t0, t0 + T ]) and there exists C > 0 such that for all t ∈ [t0, t0 + T ] and
% > 0,

d

dt
E5(t) + E5(t)

2 ≤ −a
∫

R

F 2
x

(
1 + |x|2m

)
dx+

(
3
4 −

2m+ 1
4

)∫

R

F 2|x|2mdx

+ 1
2

∫

R

F 2dx+m(2m− 1)a
∫

R

F 2|x|2m−2dx

+ C

(
1 + %

a

)∫

R

F 2dx+ Ca

%

∫

R

F 2
xdx+ Σ5(t),

(2.62)

where Σ5 satisfies for all ω > 0,

Σ5(t) ≤ Cκδ0

∫

R

(
F 2 + F 2

x

) (
1 + |x|2m

)
dx+ Cεe−t

∫

R

G2 (1 + |x|2m
)
dx

+ C

ω
|||b|||2e−t2 + Cεe−t + Cω

∫

R

F 2 (1 + |x|2m
)
dx+ Cω

∫

R

F 2
xdx+ Ce(−

γ
2 +1)t.

(2.63)

Proof. The functional E3 is differentiable for t ∈ [t0, t0 + T ] and

d

dt
E3(t) =

∫

R

FFtdx+ εe−t
∫

R

(FGt + FtG− FG)dx.

Using the identity,

FFt+εe−t(FGt+FtG−FG) = FL(F )+FN(F )+εe−t
[x

2 (FG)x +G2 − Fr
]
. (2.64)

We obtain

d

dt
E3(t) =

∫

R

FL(F )dx+
∫

R

FN(F )dx+ εe−t
∫

R

(
G2 − Fr + 1

2FG
)
dx.

Then by integrating by parts, we have

d

dt
E3(t) = −

∫

R

a
(
xe

t
2

)
F 2
xdx+ 1

4

∫

R

F 2dx− 2
∫

R

F (Ff)xdx

︸ ︷︷ ︸
A0(t)

+Σ3(t),
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where

Σ3(t) = −
∫

R

b
(
xe

t
2

)
f ′Fxdx

︸ ︷︷ ︸
A1(t)

−
∫

R

F
(
F 2)

x
dx

︸ ︷︷ ︸
A2(t)

−
∫

R

Fet
(
N
(
e−

t
2 (F + f)

))
x
dx

︸ ︷︷ ︸
A3(t)

+εe−t
∫

R

(
G2 − Fr + 1

2FG
)
dx.

In a similar way, E4 is a differentiable function for t ∈ [t0, t0 + T ] and
d

dt
E4(t) =

∫

R

FFt|x|2mdx+ εe−t
∫

R

(FGt + FtG− FG)|x|2mdx.

Using (2.64) and integrating by parts, we have

d

dt
E4(t) = −

∫

R

a
(
xe

t
2

)
F 2
x |x|2mdx+

(
1
2 −

2m+ 1
4

)∫

R

F 2|x|2mdx

+m(2m− 1)
∫

R

a
(
xe

t
2

)
F 2|x|2m−2dx− 2

∫

R

F (Ff)x|x|2mdx

︸ ︷︷ ︸
B0(t)

+Σ4(t),

where

Σ4(t) = m

∫

R

b′
(
xe

t
2

)
F 2xe

t
2 |x|2m−2dx

︸ ︷︷ ︸
B1(t)

+
∫

R

e
t
2 b′
(
xe

t
2

)
f ′F |x|2mdx

︸ ︷︷ ︸
B2(t)

+
∫

R

b
(
xe

t
2

)
f ′′F |x|2mdx

︸ ︷︷ ︸
B3(t)

−
∫

R

F
(
F 2)

x
|x|2mdx

︸ ︷︷ ︸
B4(t)

−
∫

R

Fet
(
N
(
e−

t
2 (F + f)

))
x
|x|2mdx

︸ ︷︷ ︸
B5(t)

+εe−t
∫

R

(
G2 − Fr + 1

2FG
)
|x|2mdx.

We note
Σ1

5(t) = Σ3(t) + Σ4(t). (2.65)
The remaining of the proof of this lemma is devoted to the estimate of these terms.
Using the inequalities ab ≤ ωa2 + 1

ω b
2 for all ω > 0, together with (1.6) and (1.14),

we obtain
A1(t) ≤ Cω

∫

R

F 2
xdx+ C

ω
e
−t
2 ‖b‖2

L2 . (2.66)
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Now, we estimate the expression B1(t). Using the inequalities
∥∥|x|m−1F

∥∥
L∞
≤ C and

ab ≤ ωa2+ 1
ω b

2 for all ω > 0, together with (1.14) and the fact that |x|2m−2 < 1+|x|2m,
we obtain

B1(t) ≤
∥∥|x|m−1F

∥∥
L∞

∫

R

∣∣∣b′
(
xe

t
2

)
Fx
∣∣∣ e t2 |x|m−1dx

≤ Cω
∫

R

F 2 (1 + |x|2m
)

+ C

ω
e
−t
2

∫

R

ξ2|b′(ξ)|2dξ.
(2.67)

Using (1.6), we have
∥∥∥f ′(x)

√
1 + |x|2m

∥∥∥
L∞
≤ C.

This property together with (1.14), (2.1) and the fact that |x|2m−1 < 1 + |x|2m implies
that, for all ω > 0,

B2(t) =
∫

R

xe
t
2 b′
(
xe

t
2

)
f ′F |x|2m−1dx

≤ Cω
∫

R

F 2 (1 + |x|2m
)

+ C

ω
e
−t
2

∫

R

ξ2|b′(ξ)|2dξ.
(2.68)

Similarly, by using (1.6), we have

∥∥∥f ′′(x)
√

1 + |x|2m
∥∥∥
L∞
≤ C

and thus, for all ω > 0,

B3(t) ≤ Cω
∫

R

F 2 (1 + |x|2m
)

+ C

ω
e
−t
2 ‖b‖2

L2 . (2.69)

Now, we estimate the expression A2(t) +B4(t). The estimate ab ≤ a2 + b2 together
with (2.29), implies that

A2(t) +B4(t) ≤ 2‖F (t)‖L∞
∫

R

|FFx|
(
1 + |x|2m

)

≤ Cκδ0

∫

R

F 2 (1 + |x|2m
)
dx+ Cκδ0

∫

R

F 2
x

(
1 + |x|2m|

)
dx.

(2.70)
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Now we control the term A3(t) +B5(t). A simple calculation yields

A3(t) +B5(t) = − et
∫

R

N
(
e−

t
2 (F + f)

)
Fx
(
1 + |x|2m

)
dx

︸ ︷︷ ︸
K1(t)

− 2met
∫

R

N
(
e−

t
2 (F + f)

)
F |x|2m−1dx

︸ ︷︷ ︸
K2(t)

.

(2.71)

By using the fact that ab ≤ a2 + b2 together with (1.2), we get

K1(t) ≤ Ce(− γ2 +1)t


∫

R

F 2
x

(
1 + |x|2m

)
dx+

∫

R

(F + f)2γ (1 + |x|2m
)
dx


. (2.72)

In the same way, by adding the estimate |x|2m−1 ≤ 1 + |x|2m, we obtain

K2(t) ≤ Ce(− γ2 +1)t


∫

R

F 2 (1 + |x|2m
)
dx+

∫

R

(F + f)2γ (1 + |x|2m
)
dx


. (2.73)

From (2.17) and (2.29), we deduce
∥∥∥(F + f)γ

√
1 + |x|2m

∥∥∥
L2
≤ C. (2.74)

By combining (2.1), (2.71), (2.72), (2.73) and (2.74), we have

A3(t) +B5(t) ≤ Ce(− γ2 +1)t. (2.75)

Likewise, we estimate the term A0(t) + B0(t). Indeed, by (2.17) together with the
estimate ab ≤ %

aa
2 + a

% b
2 for all % > 0, we get

∫

R

|FFxf |
(
1 + |x|2m

)
≤ %C

a

∫

R

F 2dx+ Ca

%

∫

R

F 2
xdx. (2.76)

Therefore, by (2.76), we obtain, for all % > 0,

A0(t) +B0(t) ≤ C
(

1 + %

a

)∫

R

F 2dx+ Ca

%

∫

R

F 2
xdx. (2.77)
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By (2.1), (2.65), (2.66), (2.67), (2.68), (2.69), (2.70), (2.75), (2.77), by the Cauchy–
–Schwarz inequality together with the fact that ‖r(x)‖L2(m) = C, one easily obtains,
for all % > 0,

d

dt
E5(t) ≤ −a

∫

R

F 2
x

(
1 + |x|2m

)
dx+

(
1
2 −

2m+ 1
4

)∫

R

F 2|x|2mdx

+ 1
4

∫

R

F 2dx+m(2m− 1)a
∫

R

F 2|x|2m−2dx

+ C

(
1 + %

a

)∫

R

F 2dx+ Ca

%

∫

R

F 2
xdx+ Σ1

5(t),

(2.78)

where Σ1
5 satisfies, for all ω > 0,

Σ1
5(t) ≤ Cκδ0

∫

R

(
F 2 + F 2

x

) (
1 + |x|2m

)
dx+ Cεe−t

∫

R

G2 (1 + |x|2m
)
dx

+ C

ω
|||b|||2e−t2 + Cεe−t + Cω

∫

R

F 2 (1 + |x|2m
)
.

(2.79)

By adding the term E5(t)
2 in (2.78), we get to (2.62) and (2.63), where

Σ5(t) = Σ1
5(t) + 1

2εe
−t
∫

R

F (x, t)G(x, t)
(
1 + |x|2m

)
dx.

Lemma 2.5 is thus shown.

Remark 2.6. We notice that the term

1
2

∫

R

F 2dx+m(2m− 1)a
∫

R

F 2|x|2m−2dx+ C
(

1 + %

a

)∫

R

F 2dx

in the inequality (2.62) is positive, which does not allow to prove decay estimate of
(F,G) in Xm. To overcome this difficulty, we introduce the following functional

E6,ρ(t) = E5(t) + ρE2(t),

where ρ is a sufficiently large constant that will be determined later.

The results of the preceding lemmas can be summarized as follows.

Lemma 2.7. Assume that (F,G) ∈ C0 ([t0, t0 + T ], Xm) is a solution of (1.11) satis-
fying (2.1) and ∫

R

(
F0(x) + εe−t0G0(x)

)
dx = 0.
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Then E6,ρ ∈ C1 ([t0, t0 + T ]) and there exists C1 > 0 such that for all t ∈ [t0, t0 + T ],

d

dt
E6,ρ(t) + E6,ρ(t)

2 ≤ −a2

∫

R

F 2
x

(
1 + |x|2m

)
dx− λ0

∫

R

F 2 (1 + |x|2m
)
dx

+ C1εe
−t
∫

R

G2 (1 + |x|2m
)
dx+ C1|||b|||2e

−t
2

+ C1εe
−t + C1‖F0‖2

L2e−2(t−t0) + C1e
(− γ2 +1)t.

(2.80)

Proof. We know that, for all ρ > 0, E6,ρ ∈ C1 ([t0, t0 + T ]). Then, we get for all ρ > 0
and for all % > 0,

d

dt
E6,ρ(t) + E6,ρ(t)

2 ≤ −a
∫

R

F 2
x

(
1 + |x|2m

)
dx+ Ca

%

∫

R

F 2
xdx

+
(

3
4 −

2m+ 1
4

)∫

R

F 2|x|2mdx+ 1
2

∫

R

F 2dx+m(2m− 1)a
∫

R

F 2|x|2m−2dx

︸ ︷︷ ︸
L1(t)

+ C

(
1 + %

a

)∫

R

F 2dx− 1
2ρ
∫

R

F 2q(x)dx

︸ ︷︷ ︸
L2(t)

+Σ5(t) + ρΣ2(t).

(2.81)

Since 3
4 − 2m+1

4 < 0, we can choose R0 large enough so that, for all % > 0,
(

3
4 −

2m+ 1
4

)
+m(2m− 1)a

R2
0

+ 1
2

1
R2m

0
+
(

1 + %

a

)
C

R2m
0
≤ 1

2

(
3
4 −

2m+ 1
4

)
. (2.82)

For all ρ > 0 and for all % > 0, we have

L1(t) + L2(t) ≤
[

1
2 +m(2m− 1)aR2m−2

0 + C

(
1 + %

a

)] ∫

|x|<R0

F 2dx

− 1
2ρ

∫

|x|<R0

F 2q(x)dx

+
[(

3
4 −

2m+ 1
4

)
+ m(2m− 1)a

R2
0

+ 1
2

1
R2m

0
+
(

1 + %

a

)
C

R2m
0

] ∫

|x|>R0

F 2|x|2mdx.

(2.83)

Now we choose ρ = ρ0 large enough, so that, for all % > 0,

1
2 +m(2m− 1)aR2m−2

0 + C

(
1 + %

a

)
− 1

2c1
ρ0 ≤ −1. (2.84)
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We recall that c1 is the constant defined in (2.44).
From (2.44), (2.81), (2.82), (2.83) and (2.84) we deduce that, for all % > 0,

L1(t) + L2(t) ≤ 1
2

(
3
4 −

2m+ 1
4

) ∫

|x|>R0

F 2|x|2mdx−
∫

|x|<R0

F 2dx

≤ −2λ0

∫

R

F 2 (1 + |x|2m
)
dx,

(2.85)

where λ0 > 0.
If we choose κδ0 and ω small enough and satisfies Cκδ0 <

a
8 , we deduce that

L3(t) ≤ λ0

∫

R

F 2 (1 + |x|2m
)
dx, (2.86)

where

L3(t) = Cκδ0

∫

R

F 2 (1 + |x|2m
)
dx

+ ρ0Cκδ0

∫

R

F 2dx+ Cω(1 + ρ0)
∫

R

F 2 (1 + |x|2m
)
dx,

and

Cω

∫

R

F 2
xdx+ Cκδ0

∫

R

F 2
x

(
1 + |x|2m

)
dx ≤ a

4

∫

R

F 2
x

(
1 + |x|2m

)
dx. (2.87)

In a similar way, if we choose also % > 8C, we obtain

C

(
a

%
+ ρ0κδ0

)∫

R

F 2
xdx ≤

a

4

∫

R

F 2
x

(
1 + |x|2m

)
dx. (2.88)

Combining (2.81), (2.85), (2.86), (2.87) and (2.88), we get (2.80).

Since we want to control (F,G) ∈ Xm, it is natural to introduce the following
functionals:

E7(t) = 1
2

∫

R

a
(
xe

t
2

)
F 2
x (x, t)dx+ εe−t

2

∫

R

G2(x, t)dx,

E8(t) = 1
2

∫

R

a
(
xe

t
2

)
F 2
x (x, t)|x|2mdx+ εe−t

2

∫

R

G2(x, t)|x|2mdx,

E9(t) = E7(t) + E8(t).
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Lemma 2.8. Assume that (F,G) ∈ C0 ([t0, t0 + T ], Xm) is a solution of (1.11) satis-
fying (2.1) and ∫

R

(
F0(x) + εe−t0G0(x)

)
dx = 0.

Then E9 ∈ C1 ([t0, t0 + T ]) and there exists C2 > 0 such that for all t ∈ [t0, t0 + T ],

d

dt
E9(t) + E9(t)

2
≤ −1

2

∫

R

G2 (1 + |x|2m
)
dx+ C2

∫

R

[
F 2 + F 2

x

] (
1 + |x|2m

)
dx

+ C2|||b|||2e
−t
2 + C2εe

−t
∫

R

G2 (1 + |x|2m
)
dx+ C2εe

−t + C2e
(− γ2 +1)t.

(2.89)

Proof. The functional E7 is of class C1 ([t0, t0 + T ]) and

d

dt
E7(t) =

∫

R

a(xe t2 )FxFxtdx+ εe−t
∫

R

(
GGt −

G2

2

)
dx+ 1

4

∫

R

xe
t
2 b′(xe t2 )F 2

x .

Using the fact that (F,G) is a solution of (1.11), we can write

d

dt
E7(t) =

∫

R

a
(
xe

t
2

)
Fx

[
Gx + x

2Fxx + Fx

]
dx+

∫

R

G
[
L(F )− Ft − εe−tr(x)

]
dx

+ εe−t
∫

R

G
(x

2Gx +G
)
dx+

∫

R

GN(F )dx+ 1
4

∫

R

xe
t
2 b′
(
xe

t
2

)
F 2
x .

Integrating by parts, therefore

d

dt
E7(t) = −

∫

R

G2dx+ 3
4

∫

R

a
(
xe

t
2

)
F 2
xdx+ 3

4εe
−t
∫

R

G2dx

− εe−t
∫

R

Grdx− 2
∫

R

G(Ff)xdx+
∫

R

GN(F )dx+
∫

R

G
[
b
(
xe

t
2

)
f ′
]
x
dx.

Using the Cauchy-Schwarz inequality together with the estimate ab ≤ a2 + b2 and
(2.75), we show that

d

dt
E7(t) + E7(t)

2 ≤ −1
2

∫

R

G2dx+ C

∫

R

[
F 2 + F 2

x

]
dx+ Cεe−t

∫

R

G2dx

+ C|||b|||2e−t2 + Cεe−t + Ce(−
γ
2 +1)t.

(2.90)
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In a similar way,

d

dt
E8(t) =

∫

R

a
(
xe

t
2

)
FxFxt|x|2mdx+ εe−t

∫

R

(
GGt −

G2

2

)
|x|2mdx

+ 1
4

∫

R

xe
t
2 b′
(
xe

t
2

)
F 2
x |x|2mdx.

Arguing as above, we obtain

d

dt
E8(t) =

∫

R

a
(
xe

t
2

)
Fx

[
Gx + x

2Fxx + Fx

]
|x|2mdx

+
∫

R

G
[
L(F )− Ft − εe−tr(x)

]
|x|2mdx+ εe−t

∫

R

G
(x

2Gx +G
)
|x|2mdx

+
∫

R

GN(F )|x|2mdx+ 1
4

∫

R

xe
t
2 b′
(
xe

t
2

)
F 2
x |x|2mdx.

Therefore

d

dt
E8(t) = −

∫

R

G2|x|2mdx+
(

1− 2m+ 1
4

)∫

R

a
(
xe

t
2

)
F 2
x |x|2mdx+

∫

R

GN(F )|x|2mdx

− εe−t
∫

R

Gr|x|2mdx− 2
∫

R

G(Ff)x|x|2mdx

− 2m
∫

R

a
(
xe

t
2

)
FxG|x|2m−1dx+

∫

R

G
[
b
(
xe

t
2

)
f ′
]
x
|x|2mdx.

+
(

1− 2m+ 1
4

)
εe−t

∫

R

G2|x|2mdx.

In the same way, we prove that

d

dt
E8(t) + E8(t)

2 ≤ −1
2

∫

R

G2|x|2mdx

+ C

∫

R

[
F 2 + F 2

x

]
|x|2mdx+ Cεe−t

∫

R

G2|x|2mdx

+ C|||b|||2e−t2 + Cεe−t + Ce(−
γ
2 +1)t.

(2.91)

Finally, combining (2.90) and (2.91), we get (2.89). This concludes the proof of
Lemma 2.8.
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3. PROOF OF THEOREM 1.2 AND THEOREM 1.4 (FIRST PARTS)

We introduce the following functional

E10,σ(t) = E6,ρ0(t) + σE9(t),

where σ > 0 will be chosen later.

Proposition 3.1. Let κδ0 be small enough. There exists a positive constant µ0 > 0,
so that, for any solution (F,G) ∈ C0 ([t0, t0 + T ], Xm) of (1.11) with (F (t0), G(t0)) =
(F0, G0) ∈ Xm, chosen so that

∫

R

(
F0(x) + εe−t0G0(x)

)
dx = 0

and Φm (εe−t0 , F0, G0) < δ2
0, we have for all t ∈ [t0, t0 + T ]

‖F (t)‖2
H1(m) + εe−t‖G(t)‖2

L2(m) +
t∫

t0

e−( 1
2 +µ0)(t−s)‖G(s)‖2

L2(m)ds

≤ C
[
Φm

(
εe−t0 , F0, G0

)
+ |||b|||2e

−t0
2 + εe−t0 + e(−

γ
2 +1)t0

]
e−

1
2 (t−t0).

(3.1)

Proof. The functional E10,σ is of class C1 ([t0, t0 + T ]). Moreover, by combining (2.80)
and (2.89), we can write easily

d

dt
E10,σ(t) + E10,σ(t)

2
≤ −λ0

∫

R

F 2 (1 + |x|2m
)
dx− a

2

∫

R

F 2
x

(
1 + |x|2m

)

− σ

2

∫

R

G2 (1 + |x|2m
)
dx+ (σC2 + C1)εe−t

∫

R

G2 (1 + |x|2m
)
dx

+ σC2

∫

R

[
F 2 + F 2

x

] (
1 + |x|2m

)
dx+ (σC2 + C1)|||b|||2e−t2

+ (σC2 + C1)εe−t + (σC2 + C1)e(−
γ
2 +1)t + C1‖F0‖2

L2e−2(t−t0).

Also, there exists K > 1 such that for all t ∈ [t0, t0 + T ], where t0 is large enough,
we have

1
K

Φm
(
εe−t, F (t), G(t)

)
≤ E10,σ(t) ≤ KΦm

(
εe−t, F (t), G(t)

)
. (3.2)



Asymptotic profiles for a class of perturbed Burgers equations in one space dimension 71

We then conclude that
d

dt
E10,σ(t) +

(
1
2 + µ0

)
E10,σ(t) ≤ −(λ1 −B1)

∫

R

[
F 2 + F 2

x

] (
1 + |x|2m

)
dx

−
(σ

2 −B2

)∫

R

G2 (1 + |x|2m
)
dx

+ (σC2 + C1)
[
εe−t + |||b|||2e−t2 + e(−

γ
2 +1)t

]

+ C1‖F0‖2
L2e−2(t−t0),

(3.3)

where λ1 = inf
(a

2 , λ0
)
, B1 = σC2 +Kµ0 and B2 = (σC2 +Kµ0 +C1)εe−t. We choose

σ and µ0 small enough and t0 large enough, so that

B1 <
λ1
2 , B2 <

σ

4 .

Then, we deduce from (3.3) that for all t ∈ [t0, t0 + T ],

d

dt
E10,σ(t) +

(
1
2 + µ0

)
E10,σ(t) + σ

4 ‖G(t)‖2
L2(m) ≤ Cεe−t + Ce(−

γ
2 +1)t + C|||b|||2e−t2

+ C‖F0‖2
L2e−2(t−t0).

(3.4)

Integrating (3.4), we obtain for all t ∈ [t0, t0 + T ],

E10,σ(t) + σ

4

t∫

t0

e−( 1
2 +µ0)(t−s)‖G(s)‖2

L2(m)ds

≤
[
E10,σ(t0) + C|||b|||2e

−t0
2 + Cεe−t0 + Ce(−

γ
2 +1)t0 + C‖F0‖2

L2

]
e−

1
2 (t−t0).

(3.5)

Now (3.1) is a direct consequence of (3.2) and (3.5). This concludes the proof of
Proposition 3.1.

Proof of Theorem 1.2 (First part). Let ε0 > 0 be fixed. We choose t0 > 0 large enough
and δ0 small enough. For ε ∈ (0, ε0], if (F0, G0) ∈ Xm satisfies

∫

R

(
F0(x) + εe−t0G0(x)

)
dx = 0

and Φm (εe−t0 , F0, G0) ≤ δ2
0 , then the equation (1.11) has a unique solution (F,G) ∈

C0 ([t0, t0 + tmax), Xm) satisfying (F (t0), G(t0)) = (F0, G0).
To prove that this solution is global, we argue by contradiction. Assume that there
exists T̃ > 0 such that

‖F (t)‖H1(m) < κδ0, for all t ∈ [t0, t0 + T̃ ) (3.6)
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and
‖F (T̃ )‖H1(m) = κδ0. (3.7)

If t0 is large enough, so that

|||b|||2e
−t0

2 + εe−t0 + e(−
γ
2 +1)t0 ≤ δ2

0

and if κ >
√

8C, we have by (3.1), for all t ∈ [t0, t0 + T̃ ],

‖F (t)‖2
H1(m) ≤ C

[
δ2

0 + |||b|||2e
−t0

2 + εe−t0 + e(− γ2 +1)t0
]
.

Then

‖F (t)‖2
H1(m) ≤ 2Cδ2

0 ≤
κ2δ2

0
4 ≤ κδ0

4 ,

which contradicts (3.7). Thus we have

‖F (t)‖H1(m) < κδ0 for all t ∈ [t0, t0 + tmax).

By Proposition 3.1, we conclude that

Φm
(
εe−t, F (t), G(t)

)
≤ κδ0

4 ≤ 1
4 for all t ∈ [t0, t0 + tmax).

Then, Remark 1.11 implies that the solution can be continued to [t0,+∞). By Propo-
sition 3.1, we conclude the proof of the first part of Theorem 1.2.

Proof of Theorem 1.4 (First part). Similarly, in the case where b(ξ) = 0 and γ > 3,
we find

d

dt
E10,σ(t) +

(
1
2 + µ0

)
E10,σ(t) + σ

4 ‖G(t)‖2
L2(m)

≤ Cεe−t + Ce(−
γ
2 +1)t + C‖F0‖2

L2e−2(t−t0).

(3.8)

Integrating (3.8), we obtain for all t ∈ [t0, t0 + T ],

E10,σ(t) + σ

4

t∫

t0

e−( 1
2 +µ0)(t−s)‖G(s)‖2

L2(m)ds

≤
[
E10,σ(t0) + Cεe−t0 + Ce(−

γ
2 +1)t0 + C‖F0‖2

L2

]
e−min( γ2−1, 1

2 +µ0)(t−t0).

(3.9)

Arguing as above, we show that the first part of Theorem 1.4 is a direct consequence
of (3.2) and (3.9).
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4. FURTHER ESTIMATES ON THE TIME DERIVATIVE

This section is devoted to prove the second parts of Theorem 1.2 and Theorem 1.4.

Proof of Theorem 1.2 (Second part). As before, let (F,G) ∈ C0 ([t0, t0 + T ], Xm) be
a solution of (1.11) satisfying

∫

R

(
F0(x) + εe−t0G0(x)

)
dx = 0

and the bound (2.1). We define the new function M(x, t) = Wt(x, t) − x
2Wx(x, t),

where W is given by (2.10). It is straightforward to show that the function (W,M) ∈
C0 ([t0, t0 + T ], X0) and satisfies the system

{
M = Wt − x

2Wx,

εe−t[Mt − x
2Mx − 2M ] +M = a

(
xe

t
2

)
(Vxx +Wxx) + J(x, t),

(4.1)

where
J(x, t) = −εe−tW − x

2
dH1
dx

+ dH1
dt

, (4.2)

and

H1(x, t) = −2Vxf − (Vx + α(t)ϕ)2 − etN
(
e−

t
2 (Vx + α(t)ϕ+ f)

)

+ α(t)b
(
xe

t
2

)
ϕ′ +H(x, t)− εe−tR(x).

(4.3)

In analogy with the preceding section, we introduce the energy functional

E11(t) = 1
2

∫

R

W 2
x (x, t)dx+ εe−t

2

∫

R

M2(x, t)
a
(
xe

t
2

) dx.

Lemma 4.1. Under the hypotheses of Theorem 1.2, there exists C > 0 such that for
t0 large enough, for all t ≥ t0,

ε‖G̃(t)‖2
L2 ≤ C

[
‖(F0, G0)‖2

Xm + ε|||b|||2e
−t0

2 + ε2e−t0 + εe(−
γ
2 +1)t0

]
e−

1
2 (t−t0). (4.4)

Proof. Clearly, the functional E11 is differentiable for all t ≥ t0 and

d

dt
E11(t) = 1

4

∫

R

W 2
xdx−

∫

R

M2

a
(
xe

t
2

)dx

+
∫

R

MJ

a
(
xe

t
2

)dx+
∫

R

MVxxdx+ 5
4εe
−t
∫

R

M2

a
(
xe

t
2

)dx.
(4.5)
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By exploiting the Cauchy–Schwarz inequality and (4.5), we get

d

dt
E11(t) + E11(t)

2 ≤ 3
4

∫

R

W 2
xdx−

1
2

∫

R

M2

a
(
xe

t
2

)dx+ C

∫

R

J2dx

+ C

∫

R

V 2
xxdx+ Cεe−t

∫

R

M2

a
(
xe

t
2

)dx.
(4.6)

Using (4.2), we have

‖J‖L2 ≤ C
(∥∥∥∥x

dH1
dx

∥∥∥∥
L2

+ εe−t‖W‖L2 +
∥∥∥∥
dH1
dt

∥∥∥∥
L2

)
. (4.7)

By (4.3), we get

dH1
dx

(x, t) = −2Vxxf − 2Vxf ′ − 2(Vx + α(t)ϕ)(Vxx + α(t)ϕ′)

− e t2 (Fx + f ′)N ′
(
e−

t
2 (F + f)

)

︸ ︷︷ ︸
I1(·,t)

+α(t)e t2 b′
(
xe

t
2

)
ϕ′

︸ ︷︷ ︸
I2(·,t)

+ α(t)b
(
xe

t
2

)
ϕ′′

︸ ︷︷ ︸
I3(·,t)

+h(x, t)− εe−tr(x).

(4.8)

To estimate xI1(x, t), we use (1.2) to obtain

‖xI1(x, t)‖2
L2 ≤ Ce(−γ+2)t

∫

R

(F + f)2γ−2 (Fx + f ′)2
x2dx. (4.9)

The estimate x2 ≤ 1 + x2m implies that we have

‖xI1(x, t)‖2
L2 ≤ Ce(−γ+2)t ‖F + f‖2γ−2

L∞

∫

R

(Fx + f ′)2 (1 + x2m) dx. (4.10)

From (2.17) and (2.29) we deduce that

‖F + f‖2γ−2
L∞ ≤ C and

∥∥∥(Fx + f ′)
√

1 + x2m
∥∥∥
L2
≤ C. (4.11)

Therefore, by adding (4.10) and (4.11), we conclude

‖xI1(x, t)‖L2 ≤ Ce(−
γ
2 +1)t. (4.12)

On the other hand, since ‖ϕ′‖L∞ + ‖xϕ′′‖L∞ ≤ C and by (2.25), we can write

‖xI2(x, t)‖L2 + ‖xI3(x, t)‖L2 ≤ C|||b|||e
−t
4 . (4.13)
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By (4.8), (4.12) and (4.13), we obtain
∥∥∥∥x
dH1
dx

∥∥∥∥
L2

+ εe−t‖W‖L2 ≤ C
[
‖F‖H1(m) + εe−t‖G‖L2(m)

]

+ C
[
|||b|||e−t4 + εe−t + e(−

γ
2 +1)t + ‖F0‖2

L2e−2(t−t0)
]
.

(4.14)

Differentiating H1(x, t), we get

dH1
dt

(x, t) = −2
(
G+ x

2Fx + 1
2F
)
f − 2FG− xFFx − F 2 + 2β(t)ϕf

− etN
(
e−

t
2 (F + f)

)

︸ ︷︷ ︸
I4(·,t)

− e t2
(
G+ x

2Fx + 1
2F
)
N ′
(
e−

t
2 (F + f)

)

︸ ︷︷ ︸
I5(·,t)

+ 1
2e

t
2 (F + f)N ′

(
e−

t
2 (F + f)

)

︸ ︷︷ ︸
I6(·,t)

+β(t)b
(
xe

t
2

)
ϕ′

︸ ︷︷ ︸
I7(·,t)

+ α(t)
2 xe

t
2 b′
(
xe

t
2

)
ϕ′

︸ ︷︷ ︸
I8(·,t)

− εe−t
(
xβ(t)ϕ− x

2α(t)(ψ − ϕ)
)

+ εe−t
(
xβ̇(t)ϕ− x

2β(t)(ψ − ϕ)
)

+ 1
2xe

t
2 b′
(
xe

t
2

)
f ′

︸ ︷︷ ︸
I9(·,t)

+εe−tR(x).

(4.15)

As in (4.12), we have

‖I4(·, t)‖L2 + ‖I5(·, t)‖L2 + ‖I6(·, t)‖L2 ≤ Ce(−
γ
2 +1)t. (4.16)

On the other hand, by (2.9) together with the fact that ϕ′ ∈ L∞(R), we get

‖I7(·, t)‖L2 + ‖I8(·, t)‖L2 ≤ C|||b|||e
−t
4 . (4.17)

In the same way, by (2.17), we have

‖I9(·, t)‖L2 ≤ C



∫

R

ξ2|b′(ξ)|2dξ




1
2

e
−t
4 . (4.18)

Thus, we conclude from (4.15), (4.16), (4.17) and (4.18) that
∥∥∥∥
dH1
dt

∥∥∥∥
L2
≤ C

[
‖F‖H1(m) + ‖G‖L2(m) + |||b|||e−t4 + εe−t + e(−

γ
2 +1)t

]
. (4.19)
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Combining (4.7), (4.14) and (4.19), we obtain

‖J‖L2 ≤ C
[
‖F‖H1(m) + ‖G‖L2(m) + |||b|||e−t4 + εe−t + e(−

γ
2 +1)t

]

+ C‖F0‖2
L2e−2(t−t0).

(4.20)

By adding (4.6), (4.20) and the fact that ‖Wx‖L2 ≤ C
[
‖F‖H1(m) + ‖G‖L2(m)

]
,

we conclude
d

dt
E11(t) + E11(t)

2 ≤ −1
2

∫

R

M2

a(xe t2 )
dx+ Cεe−t

∫

R

M2

a(xe t2 )
dx

+C
[
‖F‖2

H1(m) + ‖G‖2
L2(m) + |||b|||2e−t2 + ε2e−2t

+ e2(− γ2 +1)t + ‖F0‖4
L2e−4(t−t0)

]
.

(4.21)

By exploiting (4.21), we have

d

dt
E11(t) +

(
1
2 + µ0

)
E11(t) ≤

(
−1

2 + Cεe−t + 1
2εe
−t
)∫

R

M2

a(xe t2 )
dx

+C
[
‖F‖2

H1(m) + ‖G‖2
L2(m) + |||b|||2e−t2

+ ε2e−2t + e2(− γ2 +1)t + ‖F0‖4
L2e−4(t−t0)

]
.

(4.22)

For t0 large enough, we conclude that

d

dt
E11(t) +

(
1
2 + µ0

)
E11(t)

≤ C
[
‖F‖2

H1(m) + ‖G‖2
L2(m)

]

+ C
[
|||b|||2e−t2 + ε2e−2t + e2(− γ2 +1)t + ‖F0‖4

L2e−4(t−t0)
]
.

(4.23)

As in (3.5), integrating in t, we obtain

E11(t) ≤ C
t∫

t0

e−( 1
2 +µ0)(t−s)

(
‖F (s)‖2

H1(m) + ‖G(s)‖2
L2(m)

)
ds

+
[
E11(t0) + C|||b|||2e

−t0
2 + Cε2e−2t0 + Ce2(− γ2 +1)t0 + C‖F0‖4

L2

]
e−

1
2 (t−t0).

(4.24)

Therefore, by (1.17) and (4.24), we get

E11(t) ≤
[
E11(t0)+CΦm

(
εe−t0 , F0, G0

)
+C|||b|||2e

−t0
2 +Cεe−t0+Ce(−

γ
2 +1)t0

]
e−

1
2 (t−t0).

By (2.14), we can write

M = W − et

ε

[
−W + a

(
xe

t
2

)
Vxx + J(x, t)

]
.
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Hence, we have

‖M(t0)‖L2 ≤ C
(

1 + 1
ε

)(∥∥∥F̃0

∥∥∥
H1(m)

+
∥∥∥G̃0

∥∥∥
L2(m)

)
,

which implies that

εE11(t0) ≤ C
(
‖F0‖2

H1(m) + ‖G0‖2
L2(m)

)
.

Consequently, one easily obtains

εE11(t) ≤ C
[
‖(F0, G0)‖2

Xm + ε|||b|||2e
−t0

2 + ε2e−t0 + εe(−
γ
2 +1)t0

]
e−

1
2 (t−t0).

This concludes the proof of Lemma 4.1.

By Remark 2.1, we have the appropriate estimate of β(t), then by combining
Lemma 4.1 and (2.2), one easily obtains (1.18). This concludes the proof of the second
part of Theorem 1.2.

Proof of Theorem 1.4 (Second part). Similarly, in the case where b(ξ) = 0 and γ > 3,
integrating (4.23) in t, we obtain

E11(t) ≤ C
t∫

t0

e−( 1
2 +µ0)(t−s)

(
‖F (s)‖2

H1(m) + ‖G(s)‖2
L2(m)

)
ds

+
[
E11(t0) + Cε2e−2t0 + Ce2(− γ2 +1)t0 + C‖F0‖4

L2

]
e−( 1

2 +µ0)(t−t0).

(4.25)

Therefore, by (1.21) and (4.25), we get

E11(t) ≤
[
E11(t0) + CΦm

(
εe−t0 , F0, G0

)
+ Cεe−t0 + Ce(−

γ
2 +1)t0

]

× e−min( γ2−1, 1
2 +µ0)(t−t0).

(4.26)

Arguing as above, we get

εE11(t) ≤ C
[
‖(F0, G0)‖2

Zm + ε2e−t0 + εe(−
γ
2 +1)t0

]
e−min( γ2−1, 1

2 +µ0)(t−t0). (4.27)

Combining (2.2), (4.26) and (4.27), one easily obtains (1.22). This concludes the proof
of the second part of Theorem 1.4.
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