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Abstract
In this paper, two methods to predict and calculate the area of the tunnel face after the blasting were used. The first one is an artificial 
intelligence method using an artificial neural network system (ANN) model, and the second one – the support vector regression (SVR). 
After building predictive models for the area of the tunnel face after blasting by both methods, on the basis of comparing the results 
obtained in both methods, the performance of these models was assessed through the root mean square error RMSE and the coefficient 
of determination R2. RMSE and R2 values of the artificial neural network system (ANN) model were obtained as 0.1473 and 0.903 in 
training datasets, respectively. These values are 0.1497 and 0.9107 in testing datasets. In the SRV model, RMSE and R2 were equaled 
to 0.1228 and 0.9331 in training datasets, respectively. These values are 0.1708 and 0.9055, respectively in testing datasets. It can be 
concluded that artificial intelligence using ANN and SVM models can be used to predict the area of the tunnel face after blasting with 
high accuracy.
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1. Introduction
The method of drilling-blasting to break up rocks during 

the construction of tunnels is one commonly applied method 
in Vietnam due to its advantages, including cost effectiveness, 
simplicity, and fast progress. Several parameters affect the qual-
ity of the drilling and blasting method, with the cross-sectional 
area of the tunnel after blasting being crucial. Currently, there 
are few analytical methods available to predict and calculate 
the post-blasting tunnel area. Typically, the post-blasting tun-
nel area is taken within the range of (1÷1.25) times the design 
area of the tunnel face. Some scientists have statistically ana-
lyzed key parameters affecting the post-blasting tunnel area. 
However, accurately predicting the post-blasting tunnel area 
remains challenging using analytical methods. Some studies 
have successfully utilized artificial intelligence, specifically 
ANN and ANFIS models, to accurately predict and calculate 
the post-blasting tunnel area compared to actual values. In 
this study, the authors applied artificial intelligence, employing 
ANN and support vector regression (SVR) models, to build ac-
curate prediction models for the post-blasting tunnel area. The 
study utilized a dataset of 110 regression data points obtained 
during the construction of the Deo Ca traffic tunnel. For the 
ANN models, the data in the dataset were randomly shuffled 
to create different models, each with training and testing data-
sets in a 4:1 ratio. The training dataset accounted for 80% of 
the total database, while the testing dataset accounted for 20%. 
Both the ANN and SVR models used the cross-validation algo-
rithm (K-fold cross-validation) with the total database divided 
into k equal parts. The model was trained using (k-1) parts, 
and the remaining part was used to check model accuracy. The 
study compared the predicted post-blasting tunnel area from 
the models with measured data obtained during tunnel con-
struction using the drilling and blasting method. The results re-
vealed that the SVR model demonstrated high applicability in 
accurately predicting the post-blasting tunnel area. These find-

ings serve as a foundation for applying ANN and SVR to build 
artificial intelligence models capable of accurately calculating 
and predicting other drilling and blasting parameters.

2. The ANN model and SVM model
2.1. Support Vector Machine SVM

Support Vector Machine (SVM) are supervised learning 
models. In the SVM, associated learning algorithms that an-
alyze data for classification or regression analysis (in case of 
used to analyze data for regression, SVM as SVR- Support 
Vector Regression). According Aref A.,  et al., 2021, Support 
Vector Regression could use the training dataset to build the 
predicting model.

In regression, the SVM maps the input vectors to a mul-
tidimensional feature space. Next, the SVM creates a hyper 
plane that separates the input vectors with the maximum pos-
sible distance.

With the database {xk, yk}, k = 1,2, ... s, xk ∈ Rm is the input 
vector, yk ∈ Rn is the corresponding value of the desired model 
output, s is the number of samples. SVM is simulated using 
the following function:

f(x)=<w, x> +b (1)

where: w, x ∈ Rm, <w, x> is the input data mapping function of 
the model, b is estimate bios, w is weight vector values. 

The optimal hyperplane was elicited to maximize the distance 
between the data layers in terms of w and b, satisfying the equation:

 (2)

With the following conditions to be satisfied:

 (3)
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Where, C is capacity or penalty parameter, C>0; εk,εk
* are 

slack variables, ∈ is the coverage area. Using the Lagrange 
method in equation (1):

 (4)

Where: ak và aik* are Lagrange coefficients, K is Kernel 
function. Expand equation (3) as follows:

 (5)

The above equation must satisfy the conditions:

(6)

2.2. Artificial Neural Network (ANN)
An Artificial Neural Network (ANN) is an information 

processing model of a computer based on the way biological 
neural systems in the human brain process information. An ar-
tificial neural network ANN is made up of a definite number of 
elements (Hecht-Nielsen R, 1987; Simpson PK, 1990). The ele-
ments of the artificial neural network are connected to each oth-
er through links (called link weights). A neuron is considered a 
basic component of a neural network (a structural element of a 
neural network) and an information processing unit. A model of 
working together between neurons in hidden layers with input 
signals processing neurons (Input) and output signals processing 
neurons (Output) - The ANN model to determine the relation-
ship between desired input data and output data.

An ANN artificial neural model consists of the following 
main components (Esmaeili, M. et al., 2014; Koopialipoor, M. 
et al., 2017):

• Set of input signals of the model: these are the input 
signals of artificial neurons, these signals are usually 
put in the form of a vector with m-dimensionality; 

• Set of links: each link is represented by a weight (Syn-
aptic weight). The effect of weighting is to create a link 

between the jth input signal and the k neuron, usually 
denoted wjk. When the network initialization, weights 
were randomly initialized and were continuously up-
dated during the training of the network.

• Summing function: this Summing function was used 
to count the sum of the product of the inputs data 
with the corresponding Synaptic weights. 

• Bias: in the transfer function, bias is defined as a 
component.

• Transfer function (Activation function): the transfer 
function was used to limit the output range of each 
neuron in the ANN model. The transfer function 
takes as input the result of the given sum and thresh-
old function. These transfer functions can be linear 
or nonlinear.

3. Data to build ANN and SVR models
In order to build ANN and SVM models, capable of pre-

dicting and calculating the cross-sectional area of the tunnel 
after blasting with high accuracy, it is necessary to use the data 
collected on actual construction sites. In this paper, 110 con-
struction data at Deo Ca traffic tunnel construction site, Phu 
Yen, Vietnam has been collected, processed, and used to train 
and test ANN and SVR models. These data include the design 
area of the tunnel face Stk (m2); the average boreholes length l 
(m); The rock mass rating (RMR); specific charge q (kg/m3). 
The above-mentioned parameters are evaluated as those that 
have a great influence on the value of the cross-sectional area 
of the tunnel after blasting during construction.

In order to be reasonable for the use of data in building 
artificial intelligence models for the purpose of predicting 
and calculating the cross-sectional area of the tunnel after the 
blasting with high accuracy, the data should be processed and 
returned to the range of [-1, 1] according to the formula:

 (7)

Fig. 1. Algorithm to support vector machine SVM (Aref A., et al., 2021)

Fig. 2. Deo Ca traffic tunnel
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Where X and Xn represent the measured and normalised 
values, respectively. Xmin is the minimum measured param-
eters value and Xmax is the maximum measured parameters 
value, respectively. Xmin=-1 and Xmax=1 (Esmaeili, M., et al., 
2014).

To evaluate the accuracy of the ANN and SVR models for 
predicting the cross-sectional area of tunnel after the blast-
ing, the paper compared the prediction values obtained from 
the models.  The author evaluated the accuracy of the models 
through two coefficients, the coefficient of determination R2 

and the root mean square error (RMSE).

 (8)

 (9)

Where yi are the observations, y'i predicted values of a vari-
able, and n the number of observations available for analysis.
4. Results and discussion

ANN and SVR models were built to predict and calcu-
late the cross-sectional area of a tunnel during tunnel con-
struction. In this paper, 110 data were obtained during the 
actual construction of the Deo Ca tunnel, including relevant 
evaluated parameters that had the greatest influence on the 
cross-sectional area of the tunnel after the blasting. These 
data were determined, collected, processed, and used to build 

Tab. 1. Parameters of data in building ANN and SVR models

Tab. 3. The results of RMSE in ANN models for different neuron numbers in the hidden layer

Tab. 4. The rank of models obtained from five different datasets for different neuron numbers in the hidden layer

Tab. 5. Model selection for optimal results in ANN models

 Tab. 2. The results of R2 in ANN models for different neuron numbers in the hidden layer
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ANN and SVR models. Input data for the ANN and SVR 
models included the rock mass rating RMR, the design area 
of the tunnel face Stk (m2), the average boreholes length l (m); 
specific charge q (kg/m3). The K-Means Clustering Algorithm 
was used to train and test the model, ensuring the accuracy 
of the model results. Here, the total database was divided into 
5 equal parts, with each part containing 22 data points. Four 

parts were used to build and train the ANN and SVM predic-
tion models, while the remaining part was used as testing data 
for the built models.

4.1. Result of Artificial Neural Network models
In the ANN algorithm, one hidden layer is used to build 

models capable of predicting the cross-sectional area of a tun-

Tab. 6. Results of SVR models with different parameter C values

Tab. 7. The rank of SVR models with different C parameter values

Tab. 8. Survey results of SRV models with different Kernel values with C=10.5

Tab. 9. Ranking of SVR models by surveyed Kernel parameter values

Note: As per the ranking in Table 
9, models with Kernel values of 
0.075 and 0.05 have the lowest 
SumRank, with values of 19 and 
23 respectively. However, these 
values are rejected due to the 
coefficient of determination R2 
in the test dataset being less 
than 0.6.
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nel after blasting. With a hidden layer, the accuracy of ANN 
models still ensures accuracy when predicting only one out-
put variable and reduces the complexity and processing time 
of the model (Chi T.N., et al., 2022). The transfer function 
used in ANN models is tanh(x). Run the ANN models with 
different neuron numbers in the hidden layer to select the 
optimal neuron numbers that can ensure the highest accura-
cy for the ANN models. According to Mohammad. E., et al., 
2014, the neuron numbers in the hidden layer must be less 
than or equal to (2*N+1), where N is the number of input 
variables of the model.

Based on the results of ANN to predict and calculate 
the area of the tunnel face after the blasting in tables 2÷5, 
the ANN models had the optimal value when the neuron 
numbers in the hidden layer is n=5. When the neuron num-
bers in the hidden layer n=5, the coefficient of determina-
tion R2 had the maximum value and the original mean the 
root mean square error RMSE of ANN models is the small-

est (with the ranking value SumRank being the smallest). 
In Table 5, Model 3 with the corresponding databases is the 
optimal model.

4.2. Result of Support Vector Regression (SVR) models
Building predictive models of the cross-sectional area 

of a tunnel after blasting using Support Vector Regression 
(SVR) with different parameter values. Conducting a trial 
and error method to identify the optimal parameter values 
for the model (parameters include Kernel ratio, C-Regular-
ization parameters). Through the aforementioned trial and 
error method, the optimal model was determined based on 
the parameters and characteristics of the model, including: 
Gaussian Kernel function (RBF Kernel - radial basis func-
tion) – the most commonly used function in SVR models as 
it yields highly accurate results (Aref A., et al., 2021; Nguyen 
H., et al., 2019), with a Kernel scale value of γ=2.0; Regular-
ization parameter C=10.

Fig. 3. The graph shows the dependence of the coefficient of determination R2 with the regularization parameter C in the training dataset of the SVR optimum model

Fig. 4. The graph shows the dependence of the coefficient of determination R2 on the regularization parameter C in the testing dataset of the SVR optimum model

Fig. 5. The graph shows the dependence of the coefficient of determination R2 on the Kernel scale in the training dataset of the optimal SVR model

Fig. 6. The graph shows the dependence of the RMSE on the Kernel scale in the training dataset of the optimum SVR model
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4.3. The results of predicting the cross-sectional area of tun-
nel after the blasting are obtained from optimum models

Based on the results obtained from the ANN models in 
Table 2–5, it can be seen that model number 3 with the corre-
sponding database is the model with the best predictive results 
for the cross-sectional area of the tunnel after the blasting. 
Using model 3 has been selected with the model's parameters 
such as 1 hidden layer, the number of neurons in the hidden 
layer is 5, the tanh function is used as the transfer function 
in the model to predict the cross-sectional area of the tunnel 
after the blasting. The obtained coefficient determined in the 
training dataset is R2

training=0,903; the coefficient of determina-
tion in the test dataset is R2

testing=0.9107; the root mean square 
error in the training dataset is RMSEtraining=0.1473; the root 
mean square error in the testing data set is RMSEtesting=0.1497 
(Figures 9, 10), when comparing the model's predictive re-
sults with the corresponding actual measured values (Figures 
11, 12).

For the SVR optimum model that has been built and se-
lected, based on the results obtained when using the model to 
estimate the cross-sectional area of the tunnel after the blast-
ing in Tables 6–9 and Figures 13–16. It can be found that the 
model can predict the cross-sectional area of the tunnel after 
the blasting with high accuracy (R2

training=0.9331; the coeffi-
cient of determination in the testing data set is R2

testing=0.9055; 
root mean square in the training dataset RMSEtraining=0.1228; 
root mean square error in the test dataset RMSEtraining=0.1708). 
Based on the graphs showing the correlation between RMSE 
and R2 of the training and testing data sets with the Kernel 
scale value, it is found that a Kernel scale value of 2 meets 
the accuracy of the results of the SVR model. At the Kernel 
scale value of 2, the RMSE and R2 of the model with the test-
ing dataset and training dataset are almost unchanged and 
reach good values (RMSE is small and R2 is close to 1) and the 
RMSE values are also good (Figures 5 ÷ 8). For the investiga-
tion and determination of the optimal C - the regularization 
parameter, based on the obtained results and the graph in Fig-
ures 3, 4, it is found that in both the training dataset and the 
testing dataset, C=10 for the biggest values of the coefficient 
of determination R2.

According to the results of this investigation, the cross-sec-
tional area of the tunnel after the blasting values was found to 
be homogeneous in both models: ANN and SVR. There was 
no significant difference between the cross-sectional area of 
the tunnel after the blasting, as indicated by R2 and RMSE, in 
the training dataset and the testing dataset.

5. Conclusion
The drilling-blasting method was one of the main meth-

ods used to construct tunnels and underground works in 
Vietnam because of the advantages of this method, such as 
low cost and no high technical requirements. This method 
can be used in most geological conditions in the area where 
underground works are arranged. Among the parameters that 
can be evaluated for the effectiveness of tunnel construction 
and underground works, the area of the tunnel face after the 
blasting is one of the most important parameters. This pa-
rameter determines the volume and properties of other works 
during the construction of underground work.

In practice, determining the cross-sectional area of the 
tunnel after the blasting has been extensively studied. How-
ever, due to its dependence on several parameters, such as 
the characteristics of the drilling-blasting method, the type 
of explosives used, the equipment employed in the construc-
tion process, and the tunnel's features, accurately determin-
ing the cross-sectional area of the tunnel after the blasting is 
challenging. This paper researched and applied artificial in-
telligence models, specifically ANN and SVR techniques, to 
develop predictive and calculation models for the cross-sec-
tional area of the tunnel after the blasting. The models were 
constructed and chosen based on actual data collected during 
the construction of the Deo Ca traffic tunnel in Phu Yen. 
They exhibit high accuracy in predicting and calculating the 
cross-sectional area of the tunnel after the blasting, based on 
the comparison of the prediction results of these models with 
the values of the cross-sectional area of the tunnel after the 
blasting obtained from the actual construction with the help 
of various graphs and some statistical parameters. The follow-
ing conclusions can be drawn from the results obtained us-
ing ANN and SVR models for predicting and calculating the 

Fig. 7. The graph shows the dependence of R2 on the Kernel scale in the testing dataset of the SVR optimum model

Fig. 8. The graph shows the dependence of RMSE on the Kernel scale in the SVR optimum model's testing dataset
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cross-sectional area of the tunnel after the blasting:
• The accuracy of the models in the ANN artificial neu-

ral network depends a lot on the number of hidden 
layers and the neuron numbers in the hidden layers;

• The artificial neural network ANN model is capable 
of predicting and calculating the cross-sectional area 
of the tunnel after blasting. The coefficient of deter-
mination in the training dataset is R2training=0,903, 
and in the testing dataset it is R2testing=0.9107. The 
root mean square error in the training dataset is RM-
SEtraining=0.1473, and in the testing dataset it isRMSE-

training=0.1497;
• The SVR models depended a lot on the value of in-

fluential parameters during the model-building pro-
cess, including the Kernel function, Kernel scale, and 
the regularization parameter C;

• In the case of the Kernel scale decreasing, the accu-
racy of the model in the training dataset increases; 
however, the accuracy of the model in the testing 
dataset decreases. Therefore, it is necessary to run 
SVR models with different values of Kernel scale, 

evaluate, and rank the results of the models to find 
the suitable Kernel scale value;

• If the Kernel scale decreases, the model's accuracy 
on the training dataset increases while its accuracy 
on the testing dataset decreases. Thus, it's vital to run 
SVR models with various Kernel scale values, assess 
their results, and rank them to determine the appro-
priate Kernel scale value.;

• The SVR model is capable to predict and calculate the 
cross-sectional area of the tunnel after the blasting 
with high accuracy. (R2training=0.9331; R2testing=0.9055; 
root mean square error in training dataset RMSEtrain-

ing=0.1228; root mean square error in testing dataset 
RMSEtraining=0.1708);

The rock mass rating RMR, the design area of the tun-
nel face Stk (m2), the average boreholes length l (m); specif-
ic charge q (kg/m3) are important parameters that greatly 
influence the performance of ANN and SVR models. These 
models can predict the cross-sectional area of the tunnel after 
blasting accurately. The results of the ANN and SVR mod-

Fig. 9. The coefficient of determination R2 of the ANN model selection at training step

Fig. 11. Measured and predicted the values of the cross-sectional area of tunnel after the blasting obtained through the ANN model for training dataset

Fig. 10. The coefficient of determination R2 of the ANN model selection at testing step

Fig. 12. Measured and predicted the values the cross-sectional area of tunnel after the blasting obtained through ANN model for testing dataset
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els confirm the significance of these parameters in building 
accurate prediction models for the tunnel's cross-sectional 
area after blasting. Additionally, other parameters such as the 
cross-sectional shape of the tunnel, the characteristics of the 
drilling equipment used in the tunnel construction process, 
and the detailed characteristics of the borehole system ar-
ranged on the cross-section of the tunnel (quantity, distance, 
and angle of inclination created with the horizontal plane of 
boreholes) should also be mentioned and considered when 
building ANN and SVR models to predict and calculate the 
cross-sectional area of the tunnel after blasting in future stud-
ies. For different projects, it is necessary to update and change 
the actual values of the inputs in the data sets used to build 

predictive ANN and SVR models to ensure the accuracy and 
reliability of the model.
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Fig. 13. The coefficient of determination R2 of the SVR optimum model in training step

Fig. 15. Measured and predicted the values of the cross-sectional area of tunnel after the blasting obtained through the SVR model for training dataset

Fig. 14. The coefficient of determination R2 of the SVR optimum model in testing  step

Fig. 16. Measured and predicted the values of the cross-sectional area of tunnel after the blasting obtained through the SVR model for testing dataset
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