
Data scraping
“Data scraping” or “screen scraping” is 

understood as an automated process of 
extracting useful data from a chosen docu-
ment, website or a program [1]. Usually 
the data is obtained from a human read-
able output and organized into an ordered, 
machine-readable database [2]. Originally, 
in the 1970s and 1980s, screen scraping 
tools would capture emulated screen or ter-
minal data provided by older mainframes 
[3]. Nowadays, data scraping is mostly con-
ducted online. The first example of an auto-
mated tool, designed to autonomously roam 
the Internet in order to collect data on its 
size, was the World Wide Web Wanderer 
written by Matthew Gray in 1993 [4]. Since 
then, the Internet was no longer exclusively  
a human domain. Human users started shar-
ing the World Wide Web with artificial, digital 
agents. Currently, 64% of all Internet traffic in 
the World is generated by bots [5]. Most of 
them use the easily accessible Application 
Programming Interfaces (APIs) dedicated to 
machine use, but some still rely on the tradi-
tionally understood data scraping.

Similarly to the Internet, our cities were 
originally designed with human users in mind. 
With the current trend of making our cities 
accessible online in the name of “Smart-City” 
or “Internet-of-Things” movements, auto-
mated urban data scraping is slowly becom-
ing a reality. For example, within the default, 
Web-related meaning of the term, data scrap-
ing is used to gauge and monitor the spatial 
patterns of property prices extracted from 
real estate market websites [6]. However, the 
data scraping doesn’t have to be bound just 

Convolutional Neural Networks as Context- 
Scraping Tools in Architecture and Urban 
Planning

mgr inż. arch.  
TOMASZ DZIEDUSZYŃSKI 
Politechnika Warszawska 
Wydział Architektury
ORCID: 0000-0003-2571-5128

BU
ILD

ER
 I M

AR
ZE

C 
20

22
 79

 BU
IL

DE
R 

SC
IE

NC
E I

  C
ON

VO
LU

TI
ON

AL
 N

EU
RA

L N
ET

W
OR

KS

These new, convolutional city users could roam the abstract, digitized spaces of our cities to 
provide insight into the architectural and urban contexts relevant to design and management 
processes. This article presents the results of a query of the state-of-the-art applications of 
Convolutional Neural Networks as architectural “city scrapers” and proposes a new, 
experimental framework for utilization of CNNs in context scraping in urban scale.

to the Internet-accessible data. One other 
way in which this offline “city scraping” can 
be conducted is through the use of Deep 
Convolutional Neural Networks (CNNs) [7-9] 
directly probing digitized urban spaces.

Convolutional city scraping: 
state of the art
Neural Networks are algorithmic tools 

capable of transforming a variety of input 
data into the desired output data by passing 
it through a sequence of interconnected, arti-
ficial neurons arranged in layers. In the classi-
cal, Fully-connected Neural Networks (FNNs), 
all the neurons within a layer are connected 
with all of the neurons or inputs in the previous 
layer. In the Convolutional Neural Networks, 
however, some of the fully-connected layers 
are replaced by convolutional filters (or ker-
nels), which are connected only to a fraction 
of the previous layer’s neurons and cover the 
whole space of the given input by sliding over 
it in a sequence. Thanks to this solution, one 
filter can detect many similar features across 
the whole input space [8]. CNNs were origi-
nally created for synthetic image processing 
tasks, such as pattern [7] and object recog-
nition [8] and their classification [9]. Due to 
their capability to successfully extract features 
from multidimensional, spatial data, CNNs 
are being widely adopted in city data extrac-
tion. From the urban perspective, the most 
common applications can be divided into five 
categories: classification, semantic segmen-
tation, monitoring, evaluation and prediction.

In the category of classification, the col-
lected urban sensory data can be scanned 
and distributed across a predefined set of 

classes. For example, hand-taken photos 
of buildings can be categorized by their 
style and function [10] or certain urban ele-
ments like roads, buildings [11] as well as 
individual tree species [12] can be identified 
in aerial drone footage. Similarly to clas-
sification problems, the identified categories 
can be spatially superimposed on top of the 
input sensory data, segmenting it semanti-
cally. For instance, changes in urban tissue 
represented in aerial footage, such as new or 
demolished buildings, can be highlighted by 
a network to help in urban management [13]. 
Also, a convolutional network can identify 
high-level urban structures (roads, powerline 
towers, buildings, etc.) and represent them 
in a simplified way utilizing abstract feature 
maps, which could facilitate subsequent pro-
cessing of the data [14]. CNNs can be useful 
in monitoring of urban processes, like short 
term changes to the urban tissue visible in 
satellite imagery [15] or even wear and tear 
of individual pavement sections [16]. The 
monitored processes and phenomena can 
then be evaluated in order to quantitatively 
or qualitatively assess the relevant urban 
contexts. Among the most interesting appli-
cations of CNNs within this category – the 
subjective quality, safety, desirability and 
attractiveness of urban space can be evalu-
ated based on the provided pictures taken on 
site [17]. A research of similar approach, but 
limited only to the assessment of quality and 
activeness of street frontages, also demon-
strated satisfactory results [18]. Finally, in the 
last class of problems, convolutional neural 
networks can be used to predict dynamic 
and cyclic phenomena within a city based on 
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historical and present data. These applica-
tions range from traffic congestion prediction 
in the local [19] and citywide scale [20] to 
the expected urban expansion of the whole 
metropolises [21].

Most of these examples, however, con-
trary to the spirit of data scraping, rely on 
their own, customized sensory data, like the 
tailored drone and aerial footage or satellite 
imagery, not directly designed for the city 
users. Considering the abundance of already 
existing digital datasets dedicated for the 
city inhabitants and managers, it seems 
appropriate to try to make use of the available 
resources instead of putting effort into creat-
ing new ones. 

FNN vs CNN context scraping: 
the framework
In the research on the possibilities of 

utilization of deep neural networks in spa-
tial composition context processing [22], 
two different network architectures were 
evaluated by the author: FNNs and CNNs. 
Both models had a similar size (number of 
trainable parameters) and were trained for  
a comparable amount of time. The conducted 
preliminary tests indicated that CNNs could 
manage multidimensional spatial data much 
better than the FNNs (Fig. 1.). The CNNs 
showed greater endurance to overfitting [23] 
and would better generalize given previ-
ously unseen test examples. This observation 
seems to be in line with the findings of other 
research teams [7-9]. The discrepancy in 
the performance could be explained by the 
presence of the convolutional filters in place 
of the traditional, fully-connected layers. In 
simplified terms, the convolutional filters slide 
across the input data and learn to detect 
local features, instead of having one fully 
connected layer to process the whole input 
at once. The feature maps produced by the 

sliding kernels are then scanned by the next 
layer of convolutional filters, and so forth. 
The deeper the network is, the more complex 
spatial features can be processed by it [24]. 

The convolutional filters roaming across 
the scraped urban data could collect and 
process relevant local features in an analo-
gous way to a city user roaming the city 
streets, with the difference being that a 
CNN agent would not process the real, 3D 
city space, but rather the multidimensional, 
abstract city space scraped from the digitized 
urban services, like Google Maps, GIS mod-
els or even open BIM databases. To account 
for the variable dimensionality and size of the 
input data, the proposed network framework 
would have to either use a batch size of one 
and a fully convolutional network architecture 
(as commonly applied in semantic segmen-
tation tasks [25]) or use global pooling [26] 
before the subsequent fully-connected lay-
ers are applied. Under appropriately chosen 
tasks, the training pairs can be generated in a 
fully unsupervised manner [22].

 
Conclusions
As a study conducted by the author sug-

gests, CNNs are better-suited models for 
spatial tasks than their fully connected coun-
terparts. Due to their efficacy in the pro-
cessing of multidimensional spatial data, 
convolutional neural networks are commonly 
used in gathering and processing of urban 
data. However, the majority of them relies 
on the costly, dedicated interfaces to collect 
the sensory inputs. Instead, a more sensible 
approach seems to be relying on data scrap-
ing of already existing, human dedicated 
urban databases. The proposed alternative 
approach sits in between the direct use of 
the available, machine-learning-compatible 
APIs and the cumbersome development of 
custom sensory systems or manually labeled 

datasets. The envisioned unsupervised learn-
ing framework could offer a more intuitive 
access to urban data, closer conceptually to 
the perspective of a real city user and distinct 
from reinforcement learning [27].
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Abstract: “Data scraping” is a term 
usually used in Web browsing to refer to 
the automated process of data extraction 
from websites or interfaces designed for 
human use. Currently, nearly two thirds 
of Net traffic are generated by bots rather 
than humans. Similarly, Deep Convolutional 
Neural Networks (CNNs) can be used as 
artificial agents scraping cities for relevant 
contexts. The convolutional filters, which 
distinguish CNNs from the Fully-connected 
Neural Networks (FNNs), make them very 
promising candidates for feature detection in 
the abundant and easily accessible smart-city 
data consisting of GIS and BIM models, as 
well as satellite imagery and sensory outputs. 
These new, convolutional city users could 
roam the abstract, digitized spaces of our 
cities to provide insight into the architectural 
and urban contexts relevant to design and 
management processes. This article presents 
the results of a query of the state-of-the-art 
applications of Convolutional Neural Networks 
as architectural “city scrapers” and proposes 
a new, experimental framework for utilization of 
CNNs in context scraping in urban scale.
Key words: Convolutional Neural Network, 
architecture, urban planning, smart city, data 
scraping, CAAD

Streszczenie: SPLOTOWE SIECI NEURO-
NOWE JAKO NARZĘDZIA SŁUŻĄCE WYDO-
BYWANIU DANYCH ARCHITEKTONICZNO-  
-URBANISTYCZNYCH. „Data scraping” to ter-
min używany zazwyczaj w kontekście ruchu 
sieciowego, oznaczający proces automatycz-
nej ekstrakcji danych ze stron internetowych  
i interfejsów, zaprojektowanych do stosowania 
przez człowieka. Obecnie blisko dwie trzecie 
ruchu internetowego jest generowanych przez 
boty, a nie przez ludzi. Na podobnej zasadzie 
głębokie splotowe sieci neuronowe (CNN) 
mogą być stosowane jako narzędzia wyszu-
kujące w miastach stosowne konteksty urbani-
styczne. Filtry splotowe, odróżniające CNN od 
sieci w pełni połączonych (FNN), sprawiają, że 
są one obiecującymi kandydatami do wykry-
wania cech ukrytych w zasobnych i łatwo 
dostępnych danych smart city, składających 
się z modeli GIS i BiM oraz obrazów satelitar-
nych oraz innych danych sensorycznych. Fil-
try splotowe mogą przemierzać abstrakcyjne, 
cyfrowe przestrzenie naszych miast, dostar-
czając kontekstów przydatnych w projektowa-
niu oraz zarządzaniu architektoniczno-urbani-
stycznym. Artykuł prezentuje wyniki kwerendy 
źródeł dotyczących najnowszych zastosowań 
splotowych sieci neuronowych w wydoby-
waniu danych miejskich i proponuje nowe, 
eksperymentalne ramy dla wykorzystania CNN  
w ekstrakcji kontekstów urbanistycznych.
Słowa kluczowe: splotowa sieć neuronowa, 
architektura, urbanistyka, smart city, wydoby-
wanie danych, CAAD
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