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A biometric system is a system which has an au-
tomated measuring component that is robust and 
can distinguish physical characteristics that can be 
used to identify a person. By robust it is meant that 
the features should not change significantly with the 
passing of years. For example iris recognition is more 
robust than other biometric systems because it does 
not change a lot over time. Due to matters of security, 
the budget for implementing biometric systems has 
increased [25]. A face biometric system can use both 
visual images and infra-red images, which have their 
own properties [19]. Face biometric systems can be 
divided into three categories based on the utilized im-
plementation:
1.	 Appearance-based methods: These methods use 

statistical approaches to extract the most impor-
tant information from the image.

2.	 Model-based methods: These use a model and then 
the model is placed on the test images and by com-
puting some parameters, the person can be recog-
nized. Elastic bunch graph [34], Active Appearance 
Model (AAM) [6] and 3D morphable model are 
some examples of model-based methods [1, 18]. 

3.	 Template-based methods: these methods first find 
the location of each part of the face for example 
eyes, nose etc. and then by computing the correla-
tion between parts of the training images and the 
test images the face can be recognized [4]. 
All the face biometric systems should also include 

a face detection part in order to find the place of the 
face in the image. Viola used Adaboost algorithm to 
find faces in an image [33]. Rowley used neural net-
works [24]. In Viola and Rowley method a window 
was moved over the image in order to find a face. New 
methods use color images. Hsu [17] first used color 
images and skin detection in order to find faces in the 
image. In [14] faces were detected by using correla-
tion and skin segmentation [15]. 

2.	 Appearance-Based Methods
Appearance-based methods start with the concept 

of image space. A two dimensional image can be 
shown as a point or vector in a high dimensional space 
which is called image space. In this image space, each 
dimension is compatible with a pixel of an image. In 
general, an image with m  rows and n  columns shows 
a point in a N dimensional space where = ×N m n . For 
example, an image with 20 rows and 20 columns de-
scribes a point in a 400 dimensional space. One im-
portant characteristic of image space is that changing 
the pixels of one image with each other does not 
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which compared to other methods, such as finger print 
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recognition is shown to be more noteworthy both theo-
retically and practically. Biometric identification meth-
ods have various applications such as in film processing, 
control access networks, among many. The automatic 
recognition of a human face has become an important 
problem in pattern recognition, due to (1) the structural 
similarity of human faces, and (2) great impact of fac-
tors such as illumination conditions, facial expression 
and face orientation. These have made face recognition 
one of the most challenging problems in pattern recog-
nition. Appearance-based methods are one of the most 
common methods in face recognition, which can be cat-
egorized into linear and nonlinear methods. In this paper 
face recognition using Canonical Correlation Analysis is 
introduced, along with the review of the linear and non-
linear appearance-based methods. Canonical Correla-
tion Analysis finds the linear combinations between two 
sets of variables which have maximum correlation with 
one another. Discriminant Power analysis and Fractional 
Multiple Discriminant Analysis has been used to extract 
features from the image. The results provided in this 
paper show the advantage of this method compared to 
other methods in this field.

Keywords: face recognition, Canonical Correlation Anal-
ysis, Discrimination Power Analysis, Multiple Exemplar 
Discriminant Analysis, and Radial Basis Function neural 
networks

1.	 Introduction 
Recognizing the identity of humans is of great 

importance. Humans recognize each other based on 
physical characteristic such as face, voice, gait and etc. 
In the past centuries, the first systematic methods for 
recognizing were invented and used in police stations 
for recognizing the villains. This method measured 
the different parts of the body. After discovering that 
the finger print is unique for each person, this method 
became the best method for recognizing humans. In 
the last decades and because of inventing high speed 
computers, a good opportunity has been provided for 
the researches to work on different methods and to 
find certain methods for recognizing humans based 
on unique patterns.
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change the image space. Also image space can show 
the connection between a set of images [31]. The im-
age space is a space with high dimensions. The ap-
pearance-based methods extract the most important 
information from the image and lower the dimension 
of the image space. The produced subspace under this 
situation is called feature space or face space [31]. 

The origin of appearance-based methods dates 
back to 1991 when Turk and Pentland introduced 
the Eigen face algorithm which is based on a famous 
mathematical method, namely, Principal Component 
Analysis [32]. This was the start of appearance-based 
methods. In 2000, Scholkopf by introducing kernel 
principal component analysis (Kernel Eigenface) ex-
panded the concept of appearance-based method 
into non-linear fields. Appearance-based methods are 
robust to noise, defocusing, and similar issues [10]. 
Appearance-based methods have been classified into 
two categories of linear and non-linear methods. In 
the following sections these methods are described.

2.1. Linear Discriminant Analysis
In face space which is of ×m n  dimension with m ,

n  as the image dimensions, ( ) ×= ⊂ ℜ1 2, ,..., m n
nX X X X  

is a matrix containing the images in the training set. 
iX  is an image that has been converted to a column 

vector. LDA maximize the between class scatter ma-
trix to the within class scatter matrix [8]. The between 
class scatter matrix is calculated as:

	
( )( )

=

= − −∑
1
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X Xn  is the mean 

 
of class i , and c  is the number of the classes (total 
images that belong to one person). The within class 
scatter matrix is calculated as:
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The optimal subspace is calculated by:

	
[ ]−= = 1 2 1argmax , ,...,

T
B

optimal E cT
W

E S E
E c c c

E S E
 	

Where [ ]−1 2 1, ,..., cc c c  is the set of Eigen vectors of 
BS and WS  corresponding to − 1c  greatest general-

ized Eigen value iλ  and = −1,2,..., 1i c

	 = = −1,2,..., 1B i i W iS E S E i cλ  	

Thus, the most discriminant response for face im-
ages X would be [8]:

	 	

In order to avoid the singularity problem first one 
has to reduce the dimension of the problem and then 

apply LDA. Principal component analysis (PCA) is the 
most common method which is used for dimension 
reduction. In this paper we applied principal compo-
nent analysis on the images prior to other methods 
have been discussed. In addition to PCA, there are 
other effective methods that can be used as dimen-
sion reduction prior to LDA, such as Discrete Cosine 
Transform (DCT) [12]. 

Some researchers have observed that applying 
PCA to reduce the dimension of the space can cause 
another problem which is the elimination of some 
useful information from the null space. The 2FLD al-
gorithm was introduced to address this problem and 
also the computational problem that applying PCA 
produces. But 2FLD algorithm introduces other prob-
lems such that the output of 2FLD method is a matrix 
and its dimension for an ×m n  image could be ×n n . 
This high dimension when a neural network is used 
for classification causes issues. A two and high di-
mension matrix cannot be applied to a neural net-
work. If the matrix is changed into a vector, a vector 
with size 2n  is produced and because of low sample 
test of each face the network cannot be trained well. 
A direct LDA method that does not need to use PCA 
method before applying LDA has been proposed, but 
this method is time inefficient [36]. A fuzzy version of 
the LDA has also been proposed [20]. Shu et al. de-
signed a linear discriminant analysis method that 
also preserved the local geometric structures [29]. In 
[9] the discriminant information was added into 
sparse neighborhood. 

2.2.	Fractional Multiple Exemplar Discriminant 
Analysis

The problem of face recognition differs from oth-
er pattern recognition problems and therefore it re-
quires different discriminant methods rather than 
LDA. In LDA the classification of each class is based on 
just one sample and that is the mean of each class. Be-
cause of shortage of samples in face recognition appli-
cations, it is better to use all the samples instead of the 
mean of each class for classification. Rather than mini-
mizing within class distance while maximizing the be-
tween class distance, multiple exemplar discriminant 
analysis (MEDA) finds the projection directions along 
which the within class exemplar distance (i.e., the 
distances between exemplars belonging to the same 
class) is minimized while the between-class exemplar 
distance (i.e., the distances between exemplars be-
longing to different classes) is maximized [37].

In MEDA the within class scatter matrix is calcu-
lated by:

	 	

Where i
jX  is the jth image of ith class. Through 

comparison with the within class scatter matrix of 
LDA, it can be seen that in this method all the images 
in a class have participated in making the within class 
scatter matrix instead of using just the mean of the 
class, as in the LDA method. The between class scatter 
matrix is computed by:
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Dissimilarly to LDA in which the means of each 
class and means of all samples made the between 
class scatter matrix, in MEDA all the samples in one 
class are compared to all samples of the other class. 
The computation of optimalE  is the same as LDA.

There is a drawback which is common in both LDA 
and MEDA. In between class scatter matrix ( BS ) there 
will be no difference if the samples are closer or far 
from each other. However, it is clear that for the class-
es which are closer to each other the probability of 
collision is more than the other classes.

When the idea was first proposed [21], it was used 
for LDA and was not applied to face recognition da-
tabases. Later [13] the algorithm was combined with 
MEDA and was applied to face recognition. This algo-
rithm suggests reducing the dimension of the problem 
step by step and in each iteration the samples which 
are closer are made to become far from each other. For 
this purpose a weight function has been introduced:

	 ( ) ( )−
= =1 2 1 2 , 3,4,...

p

X X X Xw d d p
 	

Where 1 2X Xd  denotes the distance of the center of 
each class from each other [21] but for MEDA it should 
be considered as the distance of each two samples 
[13]. The between class scatter matrix in fractional 
MEDA is defined as:

( )( )
= = ≠ = =

 
= × − − 

 
∑ ∑ ∑∑

1 1, 1 1

1C n n Ti j i j
B k l k li j

X Xi j j i k l

i i

ji
k l

S w d X X X X
n n

 	

The within class scatter matrix is the same as 
MEDA. 

The fractional algorithm is shown in Table 1 [21]: 
In the pseudo code r  is the number of fractional 

steps used to reduce the dimensionality by 1 [21].

Table 1. Fractional algorithm [21]

Set ×= n nW I  (the identity matrix)
for =k n  to ( )+ 1m  step (-1)

for = 0  to ( )1−r  to step 1
Project the data using W as = Ty W x
Apply the scaling transformation to obtain 

( )= ,z yϕ α
For the z patterns, compute the ×k k  be-
tween class scatter matrix bS
Compute the ordered eigenvalues 1 2, ,..., kλ λ λ  
and corresponding eigenvectors 1 2, ,... kφ φ φ  of 

bS
Set = W WF , where [ ]= 1 2, ,..., kF φ φ φ
end for

Discard the last ( )kth  column of W .
end for

The scaling transformation compresses the last 
component of y  by a factor α  with 

( )< ∈ℜ → ∈ℜ1, . , ; : k ki e y y zα Ψ α  such that:

	 ( )
 ==  = −

 ,
, 1,2,..., 1

i
i

i

y i k
z

y i k
α

 	

Some explanations about this algorithm are [21]:
•	 In the rth  step, the reduction factor is −1rα . It 

stipulates that a dimension is removed by 
−2 11, , ,... rα α α  scales.

•	 When the number of steps is smaller, then α
should be chosen larger and vice versa.

•	 The weighting functions should be chosen, as 
− −3 4,d d  and so on.

The FMEDA algorithm is shown in Table 2 [13].

Table 2. FMEDA algorithm [12]

1. Applying PCA on the training set.
2. Computing within class scatter matrix using 

3. Computing between class scatter matrixes using 

4.  Applying fractional step dimensionally  
reduction algorithm.

5. Computing optimal subspace using

 
[ ]−= = 1 2 1argmax , ,...,

T
B

optimal E cT
W

E S E
E c c c

E S E

6. Computing most discriminant vectors using
 

 = ⋅T
optimalP E X

2.3. Kernel Methods
Kernel methods are more recent methods, as com-

pared to linear algorithms [3]. A kernel method finds 
the higher order correlations between instances and the 
algorithm, as described in this section. It is considered 
that patterns ∈ℜNx  are available, and that the most 
information lies in the dth dimension of pattern x .

	 	
One manner to extract all the features from data is 

to extract the relations between all the elements of 
a vector. In computer vision applications where all the 
images are converted to vectors, this feature extrac-
tion shows the relations between all pixels of the im-
age. For example in ℜ2  (an image) all the second or-
der relations can be mapped into a non-linear space: 

	
[ ] [ ]( ) [ ] [ ] [ ] [ ]( )

ℜ → = ℜ



2 3

2 2

1 2 1 2 1 2

:

, , ,

F

x x x x x x

F
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This method is useful for low dimensional data but 
can cause problems for high dimensional data. For N
dimensional data there are

	

( )
( )
+ −

=
−

1 !
! 1 !F

N d
N

d N 	  

different combinations that make a feature space with 
FN  dimension. For example, a 16*16 image with = 5d  

has a feature space of moment 1010 . By using kernel 
methods there is no need to compute these relations 
explicitly. 

For computing dot products ( ) ( )( )'.x xF F  the ker-
nel method is defined as follows:

	 ( ) ( ) ( )( )' ', .k x x x xF F=
 	

Which allows the dot product F  to be computed 
without any need to map F . In this method, first 
used in [3], if  x  is an image then the kernel ( )'.

d
x x  

(or any other kernels) can be used to map onto a new 
feature space. This feature space is called the Hilbert 
space. In Hilbert space all the relations between any 
vectors can be shown using dot products. The input 
space is denoted as χ  and the feature space is de-
noted by F , and the map by : Fφ χ → . Any function 
that returns the inner product of two points ix χ∈  
and jx χ∈  in the F  space is called a kernel function. 

Some of the popular kernels include [21]:

Polynomial kernel: ( ) ( ), . dk x y x y=

RBF kernel: ( )
2

2, exp 2
x yk x y σ

 − −=   
Sigmoid kernel:  
 

( ) ( )( ), tanh . , 0, 0dk x y x y dκ θ κ θ= + ∈ℵ > <

Also kernels can be combined using these meth-
ods in order to produce new kernels:

( ) ( ) ( )1 2, , ,k x y k x y k x yα β+ = 	

( ) ( ) ( )1 2, , ,k x y k x y k x y= 	

2.3.1. Kernel Methods
By having m instances kx  with zero mean and
[ ]1 2, ,..., T n

k k k knx x x x= ∈ℜ , principal component analy-
sis method finds the new axis in the direction of the 
maximum variances of the data and this is equivalent 
to finding the eigenvalues of the covariance matrix C :

	 w Cwλ = 	

For eigenvalues 0λ ≥  and eigenvectors nw ∈ℜ  in 
kernel principal component analysis, each vector x  
from the input space nℜ  to the high dimensional fea-
ture space fℜ is mapped using a nonlinear mapping 
function : ,n f f nF ℜ → ℜ > . In fℜ the eigenvalue 
problem is as follows:

	 lw F = C Fw F 	

	

	 	

Where  C F is the covariance matrix. The eigenval-
ues 0λ ≥  and eigenvectors w F { }\ 0w FF ∈  (the eigen-
vectors with eigenvalues that are not zero) must be 
determined in a manner that qualifies lw F = C Fw F.  

By using it:

	 	

Also the coefficient iα  exists such that:

	 	

By combining the last three and by introducing K  
a m m×  matrix:

	 	

The equation:

	 	

	 	

is reached, the kernel principal component analysis 
becomes:

	
2m K K m Kλ α α λα α= ≡ = 	

Where α  is a column vector with values 1 ,..., mα α  [27]. 
For normalizing the eigenvectors in F that is 

( ) 1k kw w⋅ =  the equation used is: 

For extracting the principal components from the test 
instance x, and its projection in the fℜ  space is F(x), 
only the projection of F(x) must be computed on the ei-
genvectors kw  in the feature subspace F  by [27]:

It should be noted that none of equations need 
F(xi) in an explicit way. The dot products must only be 
calculated using the kernel function without the need 
to apply the map F. In face recognition, each vector x  
shows a face image and this is why the non-linear 
principal component is called kernel eigenface in the 
face recognition domain.

The kernel principal component analysis is shown 
is Table 3 [27].
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Table 3. KPCA algorithm [27]

1. Calculate the gram matrix by using:

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )

1 1 1 2 1

2 1 2 21 2

1 2

, , ... ,
, , ... ,

... ... ... ...
, , ... ,

m

m
training

m m m m

k x x k x x k x x
k x x k x x k x x

K

k x x k x x k x x

 
 
 =  
 
   	

2. Calculate m Kλα α=  and compute α
3. Normalize nα using:

4. Calculate the principal component coefficients 
for test data x using:

( )( ) ( )
1

,
m

k k
i i

i

w x k x xφ α
=

⋅ = ∑
	

The classical principal component analysis is 
also a special version of kernel principal component 
analysis in which the kernel function is a first order 
polynomial. Therefore, the kernel principal analysis 
is a generalized form of principal component analysis 
that has used different kernels for nonlinear mapping. 

Another important matter is using data with zero 
mean in the new subspace, which can be accom-
plished using:

As there are no data in explicit form in the new 
space, the following method is used [26]. By consider-
ing that for each i and j 1 1ij = .

The above formula can be rewritten as [26]:

	

For Kernel Fisher face first principal component 
analysis is applied on the image, and then LDA is ap-
plied on the new vector [35].

2.4. Canonical Correlation Analysis
Canonical Correlation Analysis (CCA) is one mech-

anism for measuring the linear relationship between 
two multi-dimensional relationships. This method 
was first introduced by [16], and although it has been 
known as a standard tool in pattern recognition, it has 
been used rarely in signal processing and biometric 
identification systems. CCA has had various applica-
tions in economics, medical studies and metrology.

It is assumed that X  is a matrix with m n×  di-
mension that consists of m  array of a n dimensional 
vector from a random variable x . The correlation co-
efficient ijρ  that shows the correlation between the 

ix  and jx  is defined by:
  ij

ij
ii jj

C

C C
ρ =

Where ijC  shows the covariance matrix between 
ix  and jx , and is computed by:

( )( )
1

1
1

m

ij ki i kj j
k

C X X
m

µ µ
=

= − −
− ∑

iµ  is the average of ix ’s. xA  is the centered matrix of 
X  that its elements are 

ij ij ja X µ= −

Therefore the covariance matrix is defined by:

1
1

T
x xC A A

m
==

−

It has to be considered that correlation coefficients 
demonstrate a measurement of linear intersection 
between two variables. When two variables are un-
correlated (i.e., their correlation coefficients are zero) 
it states that there is no linear function that could de-
scribe the connection between the two variables.

The aim of CCA is to determine the correlation 
between two sets of variables. CCA attempts to find 
the basis vectors for two sets of multidimensional 
variables in such a way that the linear correlation be-
tween the projected vectors on these basis vectors are 
maximized mutually.

The CCA method attempts to find the basis vectors 
for two sets of vectors, one for x and one for y in such 
a way that the correlation between the projection of 
these variables on the basis vectors are maximized. 
Assuming that the zero mean vectors are X and Y, the 
CCA method finds the vectors α  and β  such that the 
correlations between the projections of 1

Ta Xα=  and 
1

Tb Yβ= are maximized. The projections 1a  and 1b  
are called the first canonical variables. Then the sec-
ond dual canonical variables 2a  and 2b  are computed 
which are uncorrelated with the canonical variables 

1a  and 1b  , and this process is continued.
Considering 1 2, ,..., cω ω ω  as features belonging to 

class c and the training data space being defined as  
{ }| NΩ ξ ξ= ∈ℜ  , defining { }| PA x x= ∈ℜ  and 
{ }| qB y y= ∈ℜ   then x  and y  are feature vectors 

from one instance ξ  which have been extracted using 
two different feature extracting method. The goal is to 
calculate the canonical correlations between x  and 
y . 1

T xα  and 1
T yβ  are the two first vectors, 2

T xα  and 
2
T yβ  are second dual vectors and can be written as:

( ) ( )1 2 1 2, ,..., , ,...,
T TT T T T

d d xX x x x x W xα α α α α α∗ = = = 	

( ) ( )1 2 1 2, ,..., , ,...,
T TT T T T

d d yY y y y y W yβ β β β β β∗ = = = 	
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0
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T
yy

WW x xX
Z

WW y yY

∗

∗
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= = =           

	
And the transform matrix is:

( ) ( )

1

1 2 1 2

0
0

, ,..., , , ,...,

x

y

x d y d

W
W

W

W Wα α α β β β

 
=   

= =

	The directions iα  and iβ are called the ith Canoni-
cal Projective Vectors (CPV) and x , y , T

i xα  and T
i yβ

are the ith features of canonical correlations. Also 1W  
and 2W  are called Canonical Projective Matrix (CPM) 
and 1Z  is Canonical Correlation Discriminant Feature 
(CCDF)	 and the method is called Feature Fusion 
Strategy (FFS) [2, 30].

For determining the CCA coefficients, it is assumed 
that x  and y  are two random variables with zero 
means. The total covariance matrix is defined by:

T
xx xy

yx yy

C C x x
C E

C C y y

      
= =              

Where xxC  and yyC  are the inner set covariance 
matrix of x  and y  , and T

xy yxC C=  is the between set 
covariance matrix. The correlation between x  and y  
is defined as [30]:

1 1 2

1 1 2
xx xy yy yx

yy yx xx xy

C C C C
C C C C

α ρ α
β ρ β

− −

− −

 =
 =

Where 2ρ  is the square correlation and the eigenvec-
tors α  and β  are normalized basis correlation vectors. 

3.	 Experimental Results
In order to test the described algorithms, the 

Sheffield (UMIST) [26] and ORL [23] databases were 
utilized in the experiments. The Sheffield database 
contains 575 images that belong to 20 people with 
variety of head pose from front view to profile. For 
training, 10 images were used from each person and 
the rest were used as test set. Figure 1 shows a sample 
of this database.

Fig. 1. Sheffield database [28]

ORL database contains 400 images. This database 
contains 40 people with variety in scale and pose of 

the head. From every person, five images were used 
as training set and the rest as test set. Figure 2 shows 
a sample of this database.

Fig. 2. ORL database [23]

3.1. Linear Methods
In order to establish a baseline, the linear algo-

rithms were utilized. Matlab was used for the simula-
tion [22]. For the neural network, the network inputs 
are equal to the features vector’s dimensions. For the 
output two approaches can be used. The first one is 
the bit method in which the class number is shown 
by using bits. Each output neuron is equivalent to one 
bit. For instance, 000110 shows class 6 and 001001 
shows class 9. The output of an RBF network is a real 
number between 0 and 1. The other method is consid-
ering a neuron for each class. If there are 40 classes, 
then there are also 40 nodes in the output layer. The 
second method produced better results and in all sim-
ulations the second method has been used. However 
in cases with large number of classes, the first method 
may be preferred. Also a neuron can be considered for 
images that do not belong to any classes. 

It should be noted that the two other important 
neural networks classifiers, back propagation neural 
network and probabilistic neural network, have lower 
performances than RBF neural networks in these ex-
periments. Back propagation neural network needs 
significant time for training compared to the RBF neu-
ral network. The memory needed for back propaga-
tion neural network is also much larger than the RBF 
neural network. The experiment also shows that the 
results using back propagation neural network is of 
lesser quality than RBF neural network. Probabilistic 
neural network performance is equivalent to distance 
based classifiers performance. 

For linear methods, principal component analysis, 
linear discriminant analysis, fuzzy linear discrimi-
nant analysis [20] and multiple exemplar linear dis-
criminant analysis have been used. Results are shown 
based on the number of extracted features. Figure 3 
illustrates the results for linear methods using RBF 
neural network [5, 10]. For all algorithms in this pa-
per the distance based classifier was also used as 
a classifier and in most cases the RBF neural networks 
outperformed distance based classifiers. When the 
number of the extracted features was low, distance 
based had better results. 
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Fig. 3. Linear based algorithms using RBF classifier on 
ORL database

As the figures show multiple exemplar discrimi-
nant analysis has stronger discriminant capabilities 
compared with the other methods. Figure 4 shows the 
results for the Sheffield database.

Fig. 4. Linear based algorithms using RBF classifier on 
Sheffield database

Figure 5 and Figure 6 show the results of FMEDA 
algorithm compared with LDA and MEDA algorithm. 
The results indicate that FMEDA algorithm has better 
recognition rate compared to LDA and MEDA meth-
ods and other linear methods.

Fig. 5. FMEDA algorithm using RBF classifier on ORL da-
tabase

Fig. 6. FMEDA algorithm using RBF classifier on Shef-
field database

3.2. Non-Linear Methods
For nonlinear methods kernel principal compo-

nent analysis and kernel linear discriminant analysis 
have been used. For kernel linear discriminant analy-
sis first kernel principal component analysis has been 
applied to the images and then the linear discrimi-
nant analysis is applied to the new vector. Second or-
der polynomial is used as kernel function. Figures 7 
and 8 display the results. 

Fig. 7. Non-linear based algorithms using RBF classifier 
on ORL database

Fig. 8. Non-linear based algorithms using RBF classifier 
on Sheffield database
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As the figures show kernel linear discriminant 
analysis has better results compared to kernel prin-
cipal component analysis. Also kernel principal com-
ponent analysis has better results compared to Eigen 
face method. 

Comparing the results with the linear algorithms 
confirms that the non-linear method is not that much 
better than the linear methods. The reason can be 
that the between class distances have not become 
more when the space is changed to a higher dimen-
sional space.

3.3. Evaluating CCA
Combining the information is a powerful technique 

that is being used in data processing. This combining 
can be done at three levels of pixel level, feature level, 
and decision level - Similar to combining the classifi-
ers. CCA combines the information in the feature level.

One of the advantages of combining the features is 
that the features (vectors which have been calculated 
using different methods) contain different character-
istic from the pattern. By combining these two meth-
ods not only the useful discriminant information from 
the vectors are kept, but also the redundant informa-
tion is omitted. 

For this experiment, CCA was applied to two dif-
ferent feature vectors. In this case two different meth-
ods should be used where each extract features from 
the image using different technique. One of the meth-
ods that are used is FMEDA which had better results 
compared to other linear and non-linear methods in 
appearance-based methods. The other method that 
we used is Discrimination Power Analysis (DPA). CCA 
is applied to the extracted features using these two 
methods. 

A method has been introduced based on DCT that 
extract features that have better capability to dis-
criminate faces [7]. As mentioned before in conven-
tional DCT the coefficients are chosen using a zigzag 
manner, where some of the low frequency coefficients 
are discarded because they contain the illumination 
information. The low frequency coefficients are in the 
upper left part of the image. Some of the coefficients 
have more discrimination power compared to other 
coefficients, and therefore by extracting these fea-
tures a higher true recognition rate can be achieved. 
So, instead of choosing the coefficients in a zigzag 
manner [7] searched for coefficients which have more 
power to discriminate between images. Unlike other 
methods such as PCA and LDA which use between 
and within class scatter matrices and try to maximize 
the discrimination in the transformed domain, DPA 
searches for the best discrimination features in the 
original domain. 

The DPA algorithm is as follows [7]:
Considering DCT has been applied to an image and 

coefficients are X:

11 12 1

21 22 2

1 2

...

...
... ... ... ...

...

N

N

M M MN M N

x x x
x x x

X

x x x
×

 
 
 =
 
 
 

Where the number of people in the database is C 
(The number of classes), and for each person there 
are S images (Training images). There are total C*S 
training images. Table 4 shows how to calculate the 
DPA of each coefficient ijx :

Table 4. DPA algorithm [7]

1. Construct a large matrix containing all the DCT 
from the training images.

2. Calculate the mean and variance of each class:

3. Calculate variance of all classes

4. Calculate the mean and variance of all 
training samples:

5. For location (i, j) calculate the DP:
 

The higher values in D show the higher discrimi-
nation ability it has. Table 5 shows the procedure for 
recognizing faces:

Table 5. Procedure for recognizing faces [7]

1.	 Compute the DCT of the training images, and 
normalize the results.

2.	 Use a mask, to discard some of the low and 
high frequencies.

3.	 Calculate DPA for the coefficients inside the mask.
4.	 The n largest coefficients are found and marked. 

Set the remaining coefficients to zero. The resulting 
matrix is an M*N matrix having n elements that 
are not zero.

5.	 Multiply the DCT coefficients by the matrix which 
was calculated in the previous step. Convert the 
resulting matrix into a vector.

6.	 Train a classifier using the training vectors. Apply 
the same process for the test images.
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Figure 9 shows the comparison between FMEDA, 
DPA and CCA. The results illustrate that applying CCA 
to the features can increase the recognition rate for 
human faces. 

Fig. 9. Comparing CCA with FMEDA and DPA using RBF 
classifier on ORL database

Fig. 10. Comparing CCA with FMEDA and DPA using RBF 
classifier on Sheffield database

4.	 Conclusion
In this paper several linear and non-linear appear-

ance based method were discussed and the methods 
were applied on two popular face recognition data-
base. In linear methods FMEDA had better results 
compared to other linear methods and in non-linear 
methods KLDA outperforms KPCA. Also the experi-
ments show that the linear method has similar rec-
ognition rate compared to non-linear methods. Also 
a new method for face recognition was introduced 
that outperforms existing linear and non-linear 
methods. Canonical Correlation Analysis (CCA) is 
a strong tool in combining the information at feature 
level. Fractional Multiple Exemplar Analysis (FMEA) 
and Discriminant Power Analysis (DPA) were used as 
feature extraction techniques. This paper’s experi-
mental results show that CCA using DPA and FMEDA 
exhibits improved results compared to other related 
methods. 
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