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Abstract
The paper addresses the problem of scheduling in the two-stage flowshop with
parallel unrelated machines and renewable resource constraints. The objective
is minimization of makespan. The problem is NP-hard. Fast heuristic algo-
rithms using list scheduling and greedy strategies are proposed. For evaluation
of the performance of the algorithms computational experiments are performed
on randomly generated test problems, and results are reported.
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1 Introduction

The paper addresses the problem of scheduling in the two-stage flowshop with par-
allel unrelated machines and renewable resource constraints.

A two-stage flowshop with parallel machines (also called a two-stage hybrid
flowshop) is a system which consists of two processing centers (processing stages)
with at least one center having two or more parallel machines. A job in such a system
consists of a sequence of operations. Each operation is performed at one processing
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stage. All jobs pass through the stages in the same technological order. At a stage
with parallel machines a job can be processed on any machine. In the considered
flowshop, the parallel machines are unrelated which means that processing times of
a job are different on different machines. Jobs, during their processing on the ma-
chines, use some additional renewable resources which are available in limited quan-
tities at any time. All required resources are granted to a job before its processing
begins and they are returned by the job after finishing its processing at a stage. Job
resource requirements are arbitrary integer numbers (different for different jobs and
different machines) or are assumed to be of 0-1 type (i.c. a job uses 1 unit of a re-
source or does not use a resource). The objective is to find a feasible schedule with
the minimal makespan (length). The problem is known to be NP-hard.

The problem of scheduling in the two-stage hybrid flowshop with resource con-
straints was solved in our previous works [1,2,3,4] with the use of linear program-
ming and metaheuristics.

Table 1: Machine selection rules

Machine se- Description
lection rule M#
M1 Random selection.
M2 For a given job choose a machine that becomes free first.
M3 For a given job choose a machine on which this job has
the smallest processing time.
M4 For a given job choose a machine on which this job has

the smallest average resource requirements.

In this paper, we propose algorithms applying list scheduling and greedy strategies,
which promise to perform very fast. First, we create a list of jobs according to
a priority rule based on the Johnson’s rule [5] (the Johnson algorithm provides an
optimal makespan for the classical two-machine flowshop). Next, if the first stage
has one machine, the jobs from the list are executed one by one on this machine. If
stage 1 has parallel unrelated machines, we choose the machines to which successive
jobs from the list are assigned. Each job starts processing on the assigned to it ma-
chine when this machine is free and resource constraints are satisfied. If the parallel
machines are at stage 2, a machine is assigned to a job after finishing its processing
at stage 1. The choice of the machine for a given job is made in a greedy way according
to the one of the machine selection rules presented in Table 1 which promises a short
schedule at the stage with parallel machines.
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The remainder of the paper is organized as follows. In the next sections, the al-
gorithms are presented. The results of the computational experiment are reported in
Section 3. Section 4 summarizes the paper.

2 Algorithms

2.1 Algorithms for scheduling in the flowshop with parallel machines
at stage 1 and one machine at stage 2

In this section, we consider the problem of scheduling in a two-stage flowshop with
parallel unrelated machines at the first stage and a single machine at the second stage.
All the jobs are ready for processing at stage 1 at time 0. The jobs during their pro-
cessing use additional renewable resources which are available in limited quantities
at any time. Resource requirements of jobs are arbitrary integer numbers (different
for different jobs and different machines) or are assumed to be of 0-1 type.

The algorithms solving this problem proceed as follows.

1. Create a list of jobs ordered according to the priority rule.

2. For each successive job j from the list:

3. Choose machine i for processing job j at stage 1 according to
a machine selection rule.

4. Start processing job j on machine i as early as possible so that re-
source constraints are satisfied at any moment.

5. For each job the processing of which finished at stage 1, start its pro-

cessing at stage 2 when the second stage machine becomes free.

The priority rule used in the algorithms is based on the Johnson’s rule and oper-
ates as follows. First, it sorts jobs with p}"i” < s; in non-decreasing order of p}"i”.
Then, it sorts the remaining jobs in non-increasing order of s;, where s; is the pro-
cessing time of job j at stage 2, p}"i”

chines and p;; is the processing time of job j on machine i at stage 1. The machine

= r{lin pij, where m is the number of ma-
i=1,..m

selection rules used by the algorithms are presented in Table 1.

The algorithms for solving the problem with parallel unrelated machines at stage
1 and one machine at stage 2, implementing rules M1-M4 will be, respectively, re-
ferred to as RM1-RM4.
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2.2 Algorithms for scheduling in the flowshop with one machine at
stage 1 and parallel machines at stage 2

In this section, we consider the two-stage flowshop with one machine at stage 1 and
parallel unrelated machines at stage 2. Resources available in limited quantities at
any moment are shared among the stages, which means that they can be used at the
same time at different stages. So, if a resource is used at one stage, its quantity avail-
able at the same time at the other stage lessens. Resource requirements of jobs are
assumed to be arbitrary integers.

At stage 2 with parallel machines successive jobs have different ready times
which are equal to their completion times at stage 1. The resource availability at
stage 2 is different in different time intervals between the ready times of the succes-
sive jobs. Therefore, the algorithms developed in this section proceed in
a different way than those presented in the previous section. These algorithms can
be outlined as follows.

1. Create a list of jobs ordered according to the priority rule and execute jobs
from the list one by one on the machine at stage 1.
2. For each successive time interval k:
3. Let J, be the set of all jobs that are available for processing at stage
2 in time interval k (i.e. jobs that finished their processing at stage
1 before interval k begins) and were not yet executed at stage 2.

4. For each successive job j from the job list, which belongs to set J,:

5. Choose machine i for processing job j at stage 2 according to
a machine selection rule.

6. Start processing job j on machine i in interval k as early as pos-

sible so that resource constraints are satisfied at every moment. If
job j cannot start in interval k, remove it from set Jj.

As a priority rule, we use the best priority rule from [4]. It is based on the Johnson’s
rule, but beside jobs processing times, it takes into account also resource require-
ments of jobs. This rule operates as follows. First, it sorts jobs with p; < sjmi” in
non-decreasing order of p;/@;. Then, it sorts the remaining jobs in non-increasing
order of sjminﬁj, where: p; is the processing time of job jat stage 1, s]-mi" =
:I?mm Sij, where m is the number of machines and s;; is the processing time of job

l
. o _ 1 5 1

j on machine i at stage 2, @; = 7er=1 aj- /W, B; = 72£=1 Brjr/ Wy, where {k =
i1s;; = si"]-li”,i =1,..,m}, | is the number of resources, W, is the availability of
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resource 1, j and f;j, are the numbers of units of resource r required by job j,
respectively, on the machine at stage 1 and on machine i at stage 2.

The algorithms for solving the problem with resources shared among the stages
use rules M1-M4, and will be, respectively, referred to as SM1-SM4.

3 Computational experiments

In this section, the results of a computational experiment are presented.
To evaluate the quality of the heuristic solutions we use values of the percentage
deviation of the heuristic makespan from the lower bound on the optimal makespan:

Cmax—LB
LB

5= x 100% (1)

where C,p, 4, 1S the best makespan (maximal completion time) found by the heu-
ristic algorithm, and LB is the lower bound on the optimal makespan. We use the
lower bounds derived in [2,3,4].

Results are analyzed in terms of the following parameters:

= the number of jobs n,

= the number of machines m,

= the resource availability W,

= the ranges of job processing times at stage 1, [p], and at stage 2, [s],

= the ranges of job resource requirements at stage 1, [«], and at stage 2, [S],

= the values of the dominance factor, 8 (for the problems with parallel ma-
chines at stage 1), which is defined as the ratio of the optimal length of the
schedule at stage 1 to the sum of the job processing times at stage 2 (see
(2.

The values of @ close to 1 indicate that the stages are balanced, which is the most
important case from the practical point of view, but, which, at the same time, is the
most difficult one to solve. If 6 is less or greater than 1, one of the stages dominates
the other.

3.1 Computational experiments for the problem with parallel machines
at stage 1, one machine at stage 2 and resource requirements of 0-1 type

In this section we present the results of the experiment carried out for the problem
with parallel machines at stage 1 and one machine at stage 2 in the case when
jobs have resource requirements of 0-1 type (i.e. a job uses 1 unit of a resource
or does not use a resource). In the experiment, the data sets from [2] were used.
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Table 2: Computational results for the problem with parallel machines at stage 1,
one machine at stage 2 and resource requirements of 0-1 type

CPU
5 [%] time [s] AST
n om W [p] 0 RMI RM2 RM3  RM2 5[%] CPU time [s]
40 4 2 [30,60] 0.68 195 30 09 0.008 0.23 1.34
[50,100] 1.12 727 415 433 0011 1.59 1.29
[70,140] 1.55 826 460 427 0011 1.97 1.26
40 8 4  [50,100] 0.62 182 18 04 0.016 0.12 1.31
[70,140] 0.86 585 19.1 168 0018 0.34 1.28
[90,180] 1.12  87.1 438 409  0.017 230 1.31
[110,220] 134 1049 555 500  0.016 473 131
[130,260] 1.59 1047 548 52.1 0.016 3.84 1.30
40 4 4 [30,60] 0.80 566 197 236 0011 021 1.19
[50,100] 136 999 482 605  0.012 1.19 1.20
[70,140] 1.86 1044 522 614 0011 1.08 1.20
40 8 8  [50,100] 077  47.6 10.7 103  0.024 0.28 1.26
[70,140] 1.07 882 373 374  0.024 1.05 1.33
[90,180] 138  109.0 522 550  0.024 3.23 133
[110220] 1.78  103.0 49.9 527  0.023 235 1.28
[130,260] 2.02 1032 504 534  0.023 220 1.32
80 4 2 [30,60] 0.66 162 12 03 0.059 0.09 2.44
[50,100] 1.08  80.6 456 419  0.059 0.83 2.49
[70,140] 152  80.0 475 442  0.048 0.93 253
80 8 4  [50,100] 056 132 06 0.1 0.088 0.07 2.62
[70,140] 0.79 551 202 125  0.089 0.12 2.64
[90,180] 1.03 919 47.1 435  0.090 0.69 2.61
[110220] 127 998 552 494  0.090 230 2.62
[130260] 1.54  99.6 542 450  0.093 1.96 2.59
80 4 4 [30,60] 074 585 181 235  0.071 0.13 2.50
[50,100] 123  117.6 61.0 757  0.072 0.59 2.54
[70,140] 174 1148 60.5 719  0.070 0.51 2.59
80 8 8  [50,100] 0.68 458 79 7.6 0.138 0.1 2.68
[70,140] 097  99.6 432 454  0.137 0.45 2.66
[90,180] 125 1114 583 624  0.137 1.70 2.63
[110220] 1.50 1253 599 628  0.135 1.71 2.63
[130,260] 1.83 1219 60.0 613  0.144 1.27 2.65
Average 81.0 383 390  0.056 1.26 1.95

The results are shown in Table 2.

The first 5 columns of the table indicate values of the problem parameters: n,
m, W, [p] and 6. The range [s] was set at [10,20]. In columns 6-8 of the table,
the average (over 50 problem instances) deviations § obtained by algorithms
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RM1-RM3 are presented. Column 9 shows the computation times for RM2 (com-
putation times of the other algorithms are almost the same). The last two columns
show deviations § and computation times for algorithm AST from our previous
work [2], which uses linear programming and a tabu search algorithm.

Table 3: Computational results for the problem with parallel machines at stage 1,
one machine at stage 2 and arbitrary resource requirements of jobs

5 [%] CPU time HS
[s]
n m [p] 6  RMI RM2 RM3 RM4 RM3 see] P [[Js?me
20 2 [1,100] 037 46 24 00 24 0.001 0.02 1.85
[1200] 0.73 640 455 152 375 0.001 0.20 1.82
[1,400] 1.52 1304 101.0 545 106.9 0.001 1.55 1.84
[1,600] 2.30 1347 1054 53.5 97.8 0.001 1.01 1.83
4 [1200] 035 540 422 08 7.3 0.002 0.02 2.69
[1,400] 0.66  220.6 173.0 267 80.6 0.002 0.58 2.74
[1,600] 1.02 3358 289.6 69.5 149.3 0.002 4.06 2.74
[1,800] 1.17  384.8 3483 87.3 168.5 0.002 5.55 2.83
[1,1000] 1.71  377.5 3207 83.0 1748 0.002 3.87 2.82
[1,1200] 2.05 3692 3434 944 1705 0.002 3.75 2.83
[1.1400] 220  399.5 3337 88.5 196.7 0.002 2.66 2.92
60 2 [1,000] 037 18 L1 00 09 0.022 0.01 11.19
[1200] 072 713 500 157 42.5 0.020 0.00 11
[1,400] 143  140.6 113.0 60.1 98.5 0.020 0.34 11.42
[1,600] 2.14 1413 1142 62.1 100.1 0.020 0.24 1.6
4 [1200] 030 558 392 00 20 0.023 0.00 13.53
[1,400] 0.62 2079 1742 220 59.6 0.024 0.01 14.29
[1,600] 0.95 3411 2959 79.6 132.9 0.023 0.35 14.25
[1.800] 122 4058 3529 97.3 160.6 0.024 1.46 14.15
[1,1000] 1.50 4203 362.9 101.1 169.0 0.023 1.02 13.89
[1,1200] 1.89  389.7 337.1 96.7 165.0 0.025 0.67 14.14
[1,1400] 2.19  402.6 350.0 100.6 157.5 0.025 0.55 13.59
Average 229.7 1953 549 103.7 0.012 127 7.73

In Table 2, we can see that the algorithms using machine selection rules M2 and
M3 (let us recall that, for a given job, M2 chooses the first free machine, M3
chooses the machine with the smallest processing time of this jobs), provide
about two times better results than the algorithms with rule M1 (which chooses

35



Ewa Figielska

the machines randomly). The smallest deviations § are obtained when dominance
factor @ is less than 1 (i.e. when stage 2 dominates stage 1). The values of
§ increase with increasing 6, until 0 is close to 1 (i.e. stages become balanced).
Further increase in 8 do not deteriorate the solutions. The number of jobs and
machines does not seem to affect the quality of the solutions. The average devi-
ations § obtained by algorithms RM2 and RM3 are slightly less than 40%. The
computation times do not exceed 0.15 seconds.

Algorithm AST provided the average deviations § equal to 1.26% using from
about 1 to about 3 seconds of computation time [2].

The computations were carried out on a PC with Celeron 2.4GHz processor
and 512GB RAM.

3.2 Computational experiments for the problem with parallel machines
at stage 1, one machine at stage 2 and arbitrary resource requirements

In this section, the computational experiment was carried out for the problem with
parallel machines at stage 1 and one machine at stage 2 in the case when resource
requirements of jobs are arbitrary integers taken from some interval. In the experi-
ment, the data sets from [3] were used.

The results of the experiment are presented in Table 3.The first 4 columns of the
table show the values of the problem parameters: n, m, [p] and 6. The values of the
remaining parameters are as follows: [s]=[1,100], W=10, and [a¢] =[1,10]. Columns
5-8 of the table contain the average (over 50 problem instances) values of deviations
6 obtained by algorithms RM1-RM4. The computation times (of RM3 as a repre-
sentative of all the algorithms) are indicated in column 9. The last 2 columns contain
the results obtained in [3] by algorithm HS using column generation and simulated
annealing procedures.

In Table 3, we can see that the algorithm applying rule M3 (favoring a machine
with the smallest processing time for a given job) significantly outperforms the other
algorithms. It provides the solutions about 4 times better than RM1 and RM2, and
about 2 times better than RM4. The smallest deviations § are obtained in the cases
when the first stage schedules are about 3 times shorter than those at the second
stage. For the most important problems with 6 = 1, deviations § become greater
and almost do not change with the further increase in the values of 8, i.e. for the
problems where the first stage is a dominant one. The deviations § increase with
increasing the number of machines. The number of jobs seems not to influence the
performance the algorithms. The average deviation § obtained by RM3 is equal to
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about 55%. The computation times of algorithms RM1-RM4 did not exceed 0.025
seconds for all tested problem instances.

Algorithm HS provided solution with average § = 1.27% using from about 2
about 14 seconds [3].

The computations were performed on a PC with Celeron 1.3GHz processor and
2GB RAM.

3.3 Computational experiments for the problem with one machine at
stage 1, parallel machines at stage 2 and resources shared among the
stages

In this section, the computational experiment was conducted for the problem with
one machine at stage 1 and parallel machines at stage 2, where resources are shared
among the stages. The data sets from [4] were used.

The results of the experiment are presented in Table 4. The first 3 columns of the
table indicate the values of the problem parameters: W, n and m. The values of the
remaining parameters are as follows: [p] =[1,100], [s] =[1,100m], [@] = [1,10] and
[B] =[1,10]. In columns 4-7 of table the average (over 10 problem instances) per-
centage deviations § produced by the algorithms are shown. Column 8§ contains the
computation times. The last two columns present deviations § and computation times
for the column generation based algorithm, denoted as A5, proposed in [4].

In Table 4, we can see that algorithm SM3 outperforms the other algorithms. It
provides more than 3 times better results than algorithms SM1 and about 2 times
better results than algorithms SM2 and SM4.

The performance of the algorithms considerably improves when resource con-
straints are weak (W = 14) in comparison with the case when resource constraints
are strong (W = 10). If the number of machines grows, the performance of the al-
gorithms deteriorates. The increase in the number of jobs slightly improves the re-
sults. On the average, deviations & obtained by algorithm SM3 are equal to about
47% and 28% for problems with, respectively strong and weak resource constraints.

The computation times of algorithm SM3 did not exceed 0.81 seconds. They be-
come smaller with weakening the resource constraints. The average computation
times were equal to 0.27 and 0.18 seconds for problems with, respectively, strong
and weak resource constraints.

Algorithm A5 used on the average 26 and 9 seconds of the computation time if
resource constraints were, respectively, strong and weak, and produced the average
deviations & equal to 0.8% and 0.16%, respectively, for W = 10 and W = 14.
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The computations were carried out on the PC with Celeron 1.3GHz processor and
2GB RAM.

Table 4: Computational results for the problem with one machine at stage 1, parallel
machines at stage 2 and resources shared among the stages

6 [%] CPU time [s] A5

W n m SMI SM2 SM3 SM4 SM3 5[%] CPU time [s]
10 20 2 64.3 548 40.6 603 0.008 4.21 1.29
4 1645 132.6 58.8 949 0.0095 2.25 1.57

6 2327 2032 541 1214 0.0103 0.28 1.57

40 2 59.7 552 400 61.1 0.0645 1.00 6.33

4 123.6 1228 492 839 0.0735 0.58 7.51

6 211.8 2002 61.8 99.2 0.0843 0.17 7.64

60 2 56.1 46.6 37.1 481 0.2485 0.42 26.29

4 137.0 104.7 442 815 0.283 0.10 28.02

6 2209 188.6 51.8 98.1 0.3112 0.16 35.53

80 2 538 474 321 508 0.6338 0.24 53.79

4 1214 1004 466 773 0.7482 0.06 62.55

6 1914 1622 502 984 0.8057 0.05 77.77
Average 1364 1182 472 813 0.2734 0.79 25.82
14 20 2 40.7 27.5 19.6 424 0.0045 0.65 0.86
4 100.9 939 359 69.6 0.0062 0.14 0.90

6 1779 1392 359 100.5 0.0067 0.28 0.78

40 2 374 281 185 279 0.0397 0.11 2.64

4 87.0 61.1 27.7 505 0.0525 0.20 2.63

6 1629 122.8 428 98.7 0.0643 0.20 3.44

60 2 41.2 364 183 344 0.1405 0.01 9.44

4 88.9 51.0 29.1 505 0.1942 0.02 8.71

6 146.6 107.1 339 92.1 0.2185 0.11 9.59

80 2 18.6 14.8 9.4 20.1 0.3283 0.02 18.50

4 64.8 48.1 292 4e.1 0.5528 0.05 22.19

6 1332 941 291 787 0.581 0.07 22.41
Average 91.7 68.7 27,5 593 0.1824 0.16 8.51

4 Summary

In this paper, we proposed fast algorithms using list scheduling and greedy strategies
for solving the resource constrained scheduling problem in the two-stage hybrid
flowshop in two cases.
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(1) Parallel unrelated machines and resources with availability limited at any mo-
ment are at the first stage. Moreover job resource requirements are of 0-1 type
or arbitrary integers.

(2) The flowshop has parallel unrelated machines at stage 2. The resources with
availability limited at any moment are shared among the stages. Jobs have
arbitrary resource requirements. In both cases the objective was minimization
of the makespan.

The extensive computational experiment was carried out using 2940 randomly gen-
erated problem instances. To evaluate the performance of the proposed algorithms
the values of percentage deviation § of the heuristic makespan from the lower bound
on the optimal makespan were calculated. The results of the experiment show that
the algorithms used in this paper are fast. The computation time and deviation § of
the best algorithms, on the average over all the instances used in the experiment, are
equal, respectively, to 0.1 seconds and 42.7%.

We compared the results obtained in this paper with the results reported in our
previous works [2,3,4] where the same problems were solved by the algorithms using
linear programming and metaheuristcs. The computation time and deviation & of
those algorithms, on the average over all the instances used in the experiment, are
equal, respectively, to 8.3 seconds and 1.0%.
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