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Etg’bifii fon, values (parameters) under influence of which the process of task
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solution takes place. Moreover, the concept of static and dynamic
elements of state space of the control system is applied. It was shown
that dynamic elements enable the quality presentation of space, which
without including other restrictions leads to extension of its impact,
which confirms that a given system has an intelligent factor.
Introduction

Nowadays enterprises and industries are well equipped with automation facilities due to
modern development of science. Through the introduction of new technologies, companies
are able to re-equip their production capacity with modern lines, which means producing
competitive products, reducing costs and having a high-tech production in general.

Recent development of information technology allows introduction of the results of arti-
ficial intelligence research into the area of economics. Herbert Simon (1916-2001) was one
of its first researchers to receive the Nobel Prize in economics. It happened in 1976
(A6pamos, 1998; Jlynenko and Jloiiko, 2005; Paccen and Hopsur, 2006). Applying artifi-
cial intelligence to economic and management processes has been of great interest to the
international community since the 90s of the last century up to the present (Benman, 1995).
Producers of worldwide brands are paying great attention to the introduction of such tech-
nologies into business processes.
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One way of the applying intelligent agents (Benman, 1995; Caranphukos, 2008;
Kosaner and Bonkosa, 2000; Hectepor and Hectepos, 2016) is automation of enterprise
management.

First of all, its optimization of managerial decisions in accordance with realization of an
enterprise business strategy and its economic opportunities should be carried out. Secondly,
drawing up a plan of accomplishing the task, and finally, control of the proper execution of
each item of the plan should be ensured.

Foreign companies widely use expert systems in these developments. For example,
American Express uses the expert system to determine whether it is expedient to give a loan
to a company. Japanese Sanwa Bank, one of the world's largest banks, applies the expert
system Best Mix to improve the quality of their information on investments (Auapeiiunkos
and Aunpeitunkosa, 2004; Jluteuk 2004; Tensraos, 1999).

The expert system is a computer program that operates with knowledge in a particular
branch to provide advice or solutions to problems. (Paccen and Hopsur, 2006; Tenkos,
2007).

The most important feature of these expert systems is the possibility of making deci-
sions in unique situations, for which an algorithm is not known in advance and is formed
from the initial data in the form of a line of reasoning (decision rules) from the knowledge
base. The tasks are expected to be carried out in conditions of incomplete, unreliable, mul-
tiple initial data and qualitative assessments of the processes (Tenxos, 2007; JlurBax,
2004). It becomes possible due to the adaptive properties of the expert system. It means that
the behavior of the program implementing this system is changing (for the better) during
a certain period of time (Andeesa, 2006; Heiunop, 1991; Pomanor and Oxunios, 2000;
Pomanos, 2003).

Management automation is impossible without an analysis of existing management
mechanisms, including both economic and psychological factors.

This article analyses availability of certain algorithmic dependencies of existing struc-
tural elements of an enterprise. It defines static and dynamic characteristics. The mecha-
nism of their transformation, linkages between them and their interference are shown in the
context of this term.

Dynamic and static state spaces

In modern conditions, effective management represents a valuable resource of the or-
ganization, along with financial, material, human and other resources. Consequently, im-
proving efficiency of management becomes one of the directions to improving enterprise
activity as a whole. The most obvious way to perfect the efficiency of working process is its
automation. But the way, that is effective for strictly formalized production process, isn’t
obvious for such a delicate sphere as management (Iuayk and Ilpax, 1986; Hecrepos and
Hectepos, 2016).

Management solution is a complex of social, economic and psychological events
aligned in a certain sequence. Changing this sequence both in its horizontal structure and in
its depth (qualitative performance) can influence the outcome of the entire complex.

This particular sequence can be characterized by a number of state spaces.

The term state space is widely used in a similar kind of literature and is regarded as a set
of all states achievable from the initial state (Hecrepos and Hecrepog, 2016), which charac-
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terizes the search for a solution of the problem as a process of finding solutions (chains
leading to a solution of the problem) from the initial state to the target one (Michalski and
Chilausky, 1980; Heitmop, 1991).

However, | would not use this terminology for description of a uniform physical envi-
ronment, like a plane, and would associate it with the elements absolutely incompatible
from the existing point of view, for example, a plane, prime cost, the number of working
days a year and the number of products.

The approach to solving problems using state spaces got its name by analogy with the
situation in the theory of management, in which state spaces are also used for similar pur-
poses ([l>xapparano and Paiinu, 2006; Hunscon, 1973).

The state space (D) can be defined not only as a set of states achievable from the initial
state, but also as a set of measured values (parameters) that lead to carrying out problem-
solving process from the initial state to a whole.

For example, the quantity (Q) is an element of the state space in our case as well, be-
cause it can be measured; location of an object in the universe can be described using the
system of coordinates X, y, z; various locations of the object can also be viewed as com-
pletely different.

D=(Q,S,...,N)
where:
S={Si},i=1,2,3,..,n. S—aset of locations of the object in the analyzed space
Q={Qi}, i=1,2,3,...n, Q — quantitative characteristic of the object
N={Ni}, i= 1,2,3,..,n, N — other parameters of the object, for example, speed, mass,
desity, and so on (Even price or its prime cost can be measured values in our
space.)

| propose to consider this kind of a space as a set of static and (or) dynamic elements.

A distinctive feature of dynamic elements is the ability to change their own values.

D(x)=f(Q,S,...,N)

Any dynamic element consists of a certain number of spatial states. This number can be
changed under the influence of other dynamic elements. The main core of a dynamic ele-
ment is a static space that can be described by the number of states. The number can be
neither decreased nor increased, because changes within it will lead to the destruction or to
the reshaping of this space.

Figure 1. Example of state space
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In this figure 1 the states S and Q are static space. N is changeable special states. The set
of N, Q, S forms a dynamic element.

A numerically programmed machine can be demonstrated as an example of a static state
space which can be called the world of a numerically programmed machine. This machine
is an agent in this world. The world is possible for the agent if it doesn’t contradict anything
the agent knows (Paccen and Hopgwur, 2006).

To make a complete presentation of our problem in the state space it’s enough to speci-
fy the following points:
1. The form of state description and, in particular, the description of the initial state;
2. Operators and their impact on the state description (Hunscon, 1973).

In this case, the concept of world can be interpreted as a set of boundaries of the tra-
jectories of physical motions of the controlled mechanism of a numerically programmed
machine in the space, and can perform a way of state description. The state space of the
machine is physical positions specified by a program to produce a component. It’s logical
to assume, that the initial state is position 1. If the algorithm for the production of the com-
ponent requires making 4 steps, it means that the static space of the machine has 4 posi-
tions. The number of spatial positions can be neither increased nor decreased, as it would
change the boundaries of its world and reshape its static space.

where S=

Figure 2. State space consisting of 4 positions of numerically programmed machine

The figure 2 shows the state space consisted of 4 positions of numerically programmed
machine.

D(x)=f(S), where S={Si} , i= 1..4.

Changing the machine’s operations from one position to another is carried out under the
influence of a certain effect on its condition. In other words, the static space consisted of
4 spatial states in our example was imposed on the numerically programmed machine by
a program or an algorithm. P is a dynamic element in the algorithm. It’s logical to assume,
that this algorithm can impose both 8 spatial states and 2 spatial states on the machine

(Fig. 3).
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Figure 3. The state space of numerically programmed machine

D= (P,S)
where:
S={Si}i=1,23,..,n
S —a set of spatial states of a numerically programmed machine
P={Pi}, i= 1,2,3,..,n, P — a dynamic component of the space, the algorithm of the ma-
chine

S()=f(P)

In any case, the spatial state can also be described as a matrix (Table 1).

Table 1.
Matrix of the spatial state
S P Logic D
S 0 0 1 0
P 0 0 1 1
L 1 -1 0 1
D 0 -1 -1 0

It is logical to assume, that the state space of a numerically programmed machine is
a closed static system, provided, that the machine only has static elements. On the other
hand, the static system of a numerically programmed machine is the core of the dynamic
system of the workshop where the machine operates. The dynamic system may have addi-
tional spatial states, like the number of components (NQ), the number of working day hours
(NT), etc. (Fig. 4).

D=(P,S,NT,NQ)

It becomes clear that additional spatial states can fall under influence and be updated by
neighboring dynamic spaces. For example, the dynamic space of the supply department at
an enterprise, where the numerically programmed machine operates, can update the number
of dynamic state spaces of the workshop.
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Figure 4. The state space of machine with additional spatial states

Intelligent agents of dynamic spaces and their interference

Dynamic space must be able to respond to the influence of surrounding dynamic spaces
by increasing or decreasing the number of their own states. Dynamic space unlimited by the
influence of neighboring dynamic spaces tends to increase the number of its dynamic states
and the quality of their presentation.

By the example of a workshop, where a numerically programmed machine operates, it
will look as follows. We must define the state spaces of the following elements:

NS — supply department;

NK — personnel department;

NF — finance department;

NT — the workshop where the numerically programmed machine operates;
NC - sales department.

Let us assume that NS, NK, NF, NC, NT have dynamic elements, i.e. the abovemen-
tioned spaces are dynamic.

The dynamic space of the supply department (NS) limits the dynamic space of the
workshop (NT) by controlling the number of components (NQ) to be produced by our ma-
chine. The dynamic space of the personnel department (NK) limits working time of the
machine up to one shift. We should remove these limits. The numerically programmed
machine works in its world consisting of 4 states. However, the number of components
(NQ) produced by the machine has increased. The dynamic space of the workshop (NT) has
changed the number of produced components (NQ) by itself, and thus significantly influ-
enced the dynamic space of the sales department (NC) and the finance department (NF).
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P=const; S=const
NT—max; NQ
Since D(x)=f(P,S,NT,NQ,NS,NK,NF,NC)

where:
NS=NK=0, then D(x) —max;

Each spatial element in the world around us has either dynamic or static state space. In
other words, the dynamic space must possess intelligence, i.e. contain at least one intelli-
gent agent. Each intelligent agent has a certain number of spatial states and at the same time
tends to increase this number. The measurement of the space of each intelligent agent is
defined by the measurements of the spaces of neighboring intelligent agents. That is, each
intelligent agent may influence the state space of its neighbor.

Agents are autonomous, i.e. they must operate without direct interference of the general
controlling process. Thus, they control their own actions and internal state. Besides, the
agent must sense the condition of the local environment, as well as be able to foresee situa-
tions (JIrorep, 2003; Bunapos, 2006).

There is also a hierarchy of intelligent agent classes in a dynamic structure, the so-called
subordination structure. This structure allows exerting influence on junior neighboring
dynamic spaces and adjusting the influence of neighbors on the side.

f(p)+f(s)+....+f(n)+{(i)—0;

where:
f (..) — the result of the influence of a static or a dynamic component.

As we can see from this formula, the total result of influences in the equilibrium dynam-
ic system must tend to "0". Consequently, an intelligent agent must remain responsive to
other agents when discussing tasks, goals and corresponding processes (JTrorep, 2003)

Therefore, a set of dynamic and static systems in the economic model can represent
both dynamic and static systems, depending on the state space allotted by a senior dynamic
system.

Let us demonstrate it with an example of our numerically programmed machine. Let us
suppose that the machine itself is a static element as mentioned above. The workshop where
the machine operates is a dynamic element. The plant where the workshop is situated is
also a dynamic element. All the mentioned above is discussed in terms of the numerically
programmed machine.

If P=min // implying that P is the total result of influences, i.e. the system is equilibrium

Then D:=static // The space is considered as a static one in terms of the senior system.

Else D:=dynamic; // The space is considered as a dynamic one in terms of the system
itself.

Thus, we can draw a conclusion, that everything, that is located outside our static sys-
tem and belongs to a senior dynamic system, is considered as a dynamic system in terms of

87

Unauthenticated
Download Date | 7/21/17 7:05 PM



L.D. Ivanova, A.V. Sergutenko, J.R. Kaminski, M. Kubon

our static system. And similarly, vice versa, everything that belongs to a class lower than
ours is considered as a static system, and we are a dynamic system for them and can pro-
vide a junior class with dynamic spaces or deny them this right. It is logical to assume, that
the dynamic space devoid of dynamic spatial states becomes static and the static space can
become dynamic being provided with at least one dynamic state.

It is also worth mentioning that the plant in our example can be considered as a static
element with a rather limited number of spatial states in terms of the nation’s economics.
The decrease of this number will lead to the destruction of its static system that is highly
dynamic in terms of static elements within the plant.

The sequence of intelligent agent transitions from one spatial state to another is deter-
mined by a dynamic algorithm based on a mathematical model. This model allows search-
ing for optimal solutions, determining their costs by the method of goals dissection and
followers selection. This method of spatial state analysis is the basis of the mathematical
model.

Applying the works on artificial intelligence in economics will provide reliable deci-
sion-making in an atmosphere of uncertainty. In other words, in cases when the analyzed
sphere cannot be determined with set boundaries or defined by precise formulas because of
presence of other objects that can influence the outcome of the whole system and their
neighbors’ activity in the environment (Hecrepos and Hectepos, 2016).

Conclusions

Artificial Intelligence, as an area of academic knowledge, originally had a rather narrow
range of traditional problems. The list of these problems and their formulations became
narrower with the development of that science. Finally, the area of study was divided into
a number of particular problems. Some of them can be solved; others have no solutions as
they cannot be solved with modern methods, because there is no proof of impossibility to
solve them (CmonuH et al., 2004).

The methods of artificial intelligence became widely known in practice due to the crea-
tion of a special class of programs called expert systems.

In fact, applied intelligent systems are used in tens of thousands of applications nowa-
days. And the annual income from selling software and hardware of artificial intelligence in
the USA amounted to 870 million dollars as early as in 1989, and 1.1 billion dollars in 1990
(ITomo et al., 1996). Later on, nearly thirty percent of income growth gave way to a gradu-
al rate of growth (from the works of (Choroszewski, 2016; Yactuukos et al., 2003; Kata,
2010; Miller, 1987; Ziemba and Obtak, 2012).

Nowadays expert systems, being highly tailored software systems, are widely used by
enterprises for making decisions not only in the sphere of technical process control, but also
for making ruling decisions in enterprise management (Paccen and Hopsur, 2006).

The article describes the analysis of management processes at an enterprise by means of
determining their state spaces. The term state space is complemented with a number of
measurable values (parameters) that accomplish problem-solving process from the initial
state to the whole.

The example of a numerically programmed machine shows that the state space of any
system includes a static and (or) a dynamic component. Dynamic components organize
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a qualitative presentation of space that tends to extend its influence in the absence of out-
side limiters, which allows asserting that this system has an intelligent agent.

The influence of intelligent agents gets mutually balanced in the equilibrium system,
thus the result of spatial influence tends to zero in the equilibrium system. It can be ex-
plained by the fact that agents are autonomous (JIrotep, 2003).

On the grounds of the conclusions from the article, it is supposed to work out an algo-
rithm of searching and coming to decisions, which can be applied in expert systems of
enterprise management.
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ANALIZA ZASTOSOWANIA SYSTEMU EKSPERCKIEGO
W STEROWANIU PROCESAMI PRODUKCYJNYMI

Streszczenie. W artykule przeprowadzono analiz¢ mozliwosci zastosowania systemow eksperckich,
w takim $rodowisku, jak sterowanie procesami produkcyjnymi. Wykorzystano terminy: sztuczna
inteligencja, system ekspercki, czynnik intelektualny, przestrzen stabilno$ci. Obiektem badan byly
mechanizmy sterowania przedsigbiorstwem (menazerstwa). Mechanizmy te analizowano z punktu
widzenia stabilnosci przestrzennej. W artykule wykorzystano metod¢ grafow w celu wizualnego
przedstawienia informacji. Przeprowadzono analize procesoéw sterujacych przedsigbiorstwem droga
wyznaczenia ich przestrzeni stabilno$ci. Sam termin przestrzen stabilnosci uzupetniany jest licznymi
wielkosciami pomiarowymi (parametrami), pod wptywem ktorych zachodzi proces rozwigzania
zadania. Takze stosowane jest pojecie statycznych i dynamicznych sktadowych przestrzeni stabilno-
Sci systemu sterowania. Pokazano, ze sktadowe dynamiczne umozliwiaja jako$ciowe przedstawienie
przestrzeni, ktore przy nie uwzglednianiu innych ograniczen prowadzi do rozszerzenia swego oddzia-
lywania, co utwierdza o posiadaniu przez dany system inteligentnego czynnika.

Stowa kluczowe: system ekspercki, analiza, proces, produkcja, stabilnosé
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