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ROUGH SETS IN IDENTIFICATION OF CELLULAR
AUTOMATA FOR MEDICAL IMAGE PROCESSING

In this paper a method is proposed which enables identification of cellular automata (CA) that extract low-
level features in medical images. The CA identification problem includes determination of neighbourhood and
transition rule on the basis of training images. The proposed solution uses data mining techniques based on
rough sets theory. Neighbourhood is detected by reducts calculations and rule-learning algorithms are applied to
induce transition rules for CA. Experiments were performed to explore the possibility of CA identification for
boundary detection, convex hull transformation and skeletonization of binary images. The experimental results
show that the proposed approach allows finding CA rules that are useful for extraction of specific features in
microscopic images of blood specimens.

1. INTRODUCTION

Cellular automata (CA) are discrete dynamic systems composed of an array of cells, where each
cell can be in one of a finite number of possible states. The state of cells is updated synchronously in
discrete time steps according to local transition rules (CA rules). The local transition rules are used to
compute state of a cell at the next time step by taking into account current state of cells in a predefined
neighbourhood.

Recent medical applications of CA include: simulation of tumour growth [3], information extraction
from clinical reports [5], data encryption in telemedicine systems [4] and processing of medical images
[10]. Due to the discrete structure and local, parallel computations, CA appear as appropriate and useful
tools for digital image processing. In this field, CA were successfully applied to edge detection, noise
reduction, morphological transformations, image segmentation, and compression tasks [13], [16].

While numerous works in the literature have been devoted to CA applications, relatively little research
effort has been directed towards automatic identification of CA, i.e. algorithmic determination of rules
(and associated neighbourhood) that allow the CA system to achieve a desired result. For most of the
existing applications, the update rules and neighbourhood for CA have been determined by human
experts. Automatic and computationally efficient identification of the CA for image processing systems
remains an open research issue.

This paper discusses the possibility of using data mining techniques based on rough sets theory [6]
to determine rules of CA for feature extraction in medical images. According to the proposed approach,
input data describing pixel values are represented in form of a decision table (attribute-value system)
and a rule-learning method is applied to induce a set of decision rules that define the evolution of CA.
Neighbourhood is detected by using algorithms for reducts calculation. This approach was used for
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identification of CA that perform boundary detection, convex hull transformation and skeletonization of
binary images. The experimental results show that the proposed approach allows finding CA rules that
are useful for extraction of specific features in medical images.

The remainder of this paper is organised as follows. Related works are reviewed in Section 2. Section
3 discusses the problem of CA identification for image processing applications. The proposed rough
sets approach to the identification problem is presented in Section 4. Section 5 includes experimental
result of feature extraction in microscopic blood images. Finally, conclusions are given in Section 6.

2. RELATED WORKS

Most of the works related to the CA identification problem use evolutionary algorithms as a tool
to extract update rule and neighbourhood from spatio-temporal patterns produced in CA evolution [7],
[12], [20]. This approach was applied for different classes of CA, e.g. in [15] a genetic algorithm was
employed to learn probabilistic rules directly from experimental data for two-dimensional binary-state
CA.

Although application of the evolutionary algorithms was a dominant approach to CA identification,
some non-genetic techniques are also available. Adamatzky [1], [2] proposed several approaches to
extracting rules for different classes of CA. Straatman et al. [18] developed a form of hill climbing and
backtracking to identify CA rules. In [16] a deterministic sequential floating forward search method was
used to select rules of CA. Another approach is based on parameter estimation methods from the field
of system identification [21]. A framework for solving the identification task for both deterministic and
probabilistic CA was presented in [19].

A number of works in the literature have addressed the problem of rules generation for the CA-
based image processing systems. Most of the authors have used the evolutionary algorithms, e.g. in [17]
this approach was applied for the identification of CA that perform edge detection operations. Another
example is the method of hyper-spectral images segmentation through the use of CA [14], where the rule
set is automatically obtained by using an evolutionary algorithm. Several methods were proposed that
use genetic algorithms to learn both CA rules and neighbourhood size [8], [9]. In [16] a deterministic
sequential floating forward search method for feature selection was used to select effective CA rules
for several image processing operations (filtering, thinning, and convex hulls).

The existing methods of CA identification for image processing tasks are based on iterative procedures,
in which the CA with a set of candidate rules is applied repeatedly for training images and its
performance is evaluated. At successive iterations, the set of candidate rules is modified according
to a specific strategy, with taking into account the performance rating. Even if only binary images are
considered, the space of all possible rule sets is very large, thus the iterative CA identification procedure
requires long computational time [16].

In this paper a method is proposed, which finds the CA rules in a single iteration by using a rule-
learning algorithm based on rough sets theory. The rules are induced from an information table, which
includes results of a comparison between input and target images. This method was applied for feature
extraction in microscopic images of blood specimens. The introductory research results shows that this
approach enables a fast and effective selection of useful CA rules for the considered image processing
tasks.

3. PROBLEM FORMULATION

A cellular automaton is a dynamic system, which is discrete in space and time and operates on an
array of cells. Formally, a cellular automaton can be defined as a triple (S,N, δ), where S is a non-
empty set, called the state set, N is the neighbourhood, and δ is the local transition rule. In this study
two-dimensional deterministic CA are considered, thus N ⊆ Z2 and δ : S|N | 7→ S. Arguments of δ are
the current states of cells in the neighbourhood, while the value of δ indicates the state of a central cell
at the next time step.
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When CA are used for image processing, the cell states correspond to pixel values and S is a set of
the allowable pixel values (S = {0, 1} for binary images). The problem of CA identification involves
finding both the cells neighbourhood N and the transition rule δ on the basis of a training data set,
which includes an input image X and a target image Y . The identified cellular automaton has to enable
transformation of the input image into the target image by using the transition rule.

Let us assume that at the first time step of the cellular automaton application (t = 0) pixel value
xi,j(t) is determined by the input image X . At successive time steps (t = 1, 2, . . . , T ) new pixel value
is calculated using the transition rule as follows:

xi,j(t+ 1) = δ (xg,h(t), . . . , xk,l(t)) , (1)

where {(g, h), . . . , (k, l)} = N .
Such operation is performed for all pixels at each time step. The procedure is finished after T + 1

time steps, when the application of transition rule does not result in further changes of the pixel values.
Thus, the pixel values xi,j(T + 1) define an output image X ′. The objective is to find such transition
rule δ (and associated neighbourhood N ), for which the output image X ′ will be identical or at least
similar to the target image Y .

4. PROPOSED APPROACH

In order to use the rough sets approach for solving the problem defined in Sect. 3, the training set
of data has to be represented in the form of a decision table I = (U,C), where U is a non-empty set
of observations and C is a set of pixel values (cell states):

C = {xa,b, . . . , xi,j, . . . , xm,n, yi,j} (2)

where xi,j and yi,j are values of the pixel (i, j) in input and target image respectively.
The neighbourhood and transition rule have to be found for the central pixel (i, j), thus its value in

the target image yi,j is used as the decision attribute. The pixel values in input image xa,b, . . . , xm,n are
condition attributes. Pixels (a, b), . . . , (m,n) are considered as candidate neighbours of the central pixel
(i, j). Observations registered in the decision table correspond to particular pixels (i, j) of the input
image.

Neighbourhood for the pixel (i, j) can be selected by calculating reducts of the above-defined decision
table. A reduct is a subset of the condition attributes which is sufficient to determine the decision
attributes [6]. Taking into account the decision table discussed above, reduct should be defined as a
subset of pixel values R ⊆ {xa,b, . . . , xm,n}, which preserves discernibility of the observations with
regard to the decision yi,j , and none of its proper subsets has this ability. Observations are discernible
if they differ in at least one condition attribute (pixel value). Each two observations that have different
decisions yi,j and are discernible by the full set of pixel values {xa,b, . . . , xm,n} are also discernible by
the reduct R.

The neighbourhood N of a pixel (cell) is determined as a set of coordinates of the pixels whose
values belong to the reduct R = {xg,h, . . . , xk,l}:

N = {(g, h), . . . , (k, l)} . (3)

There may exist multiple reducts for one decision table. Selection of the neighbourhood is made with
regard to the shortest reduct, because size of the neighbourhood has to be minimized.

When the reduct R is found, the condition attributes that do not belong to this reduct are excluded
from the decision table. Thus, the modified decision table I ′ = (U,C ′) has the following set of attributes:

C ′ = R ∪ yi,j, (4)

where yi,j remains the decision attribute.
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Transition rule of a cellular automaton is identified as a set of decision rules by taking into account
the information from the modified decision table I ′. A particular decision rule r has the following form:

(xg,h = α) ∧ . . . ∧ (xk,l = β)⇒ xi,j = γ, (5)

where α, β, γ ∈ S, and S denotes the set of allowable pixel values (cell states). From a set of the
induced decision rules only those are selected that may change the value of the central pixel (i, j).

Two characteristics of the decision rules are useful for the proposed method: support and match [6].
Support of a rule r, denoted by SUPPI′(r), is equal to the number of observations from I ′ for which the
rule r applies correctly, i.e., premise of the rule is satisfied and the decision given by rule is consistent
with the one in decision table. MATCHI′(r) is the number of observations in I ′ for which the rule
r applies, i.e., premise of the rule is satisfied. Based on these two characteristics, a certainty factor is
defined for the decision rule r:

CERI′(r) = SUPPI′(r)/MATCHI′(r). (6)

The certainty factor may be interpreted as a conditional probability that decision of rule r is consistent
with an observation in the decision table I ′, given that premise of the rule is satisfied. In the proposed
method, this factor is taken into account to discard uncertain decision rules.

Fig. 1 summarizes the main operations that are necessary to identify a cellular automaton for image
processing by using the rough sets approach. In this study, reducts and decision rules are calculated
using algorithms implemented in the RSES software [6]. Three algorithms of reducts calculation were
examined: exhaustive, genetic, and dynamic reduct algorithm. Moreover, the experiments involved
application of three algorithms that enable induction of decision rules: exhaustive, genetic, and LEM2
[11].

Fig. 1. Rough sets based procedure of CA identification.

5. EXPERIMENTS

In this section results are presented of applying the proposed approach for identification of CA that
perform feature extraction in medical images. The considered application examples include: boundary
detection, convex hull transformation, and skeletonization. Tests of the identified CA were performed
by using binarized microscopic images of blood specimens. For the presentation of binary images it
was assumed that pixels with value 1 are black while 0-valued pixels are white.

For all examples discussed here the neighbourhood N of a pixel (i, j) contains the pixel itself and
its eight nearest neighbours (see Fig. 2 c). The neighbourhood was recognized as the shortest reduct by
each of the reducts calculation algorithms (exhaustive, genetic, and dynamic). Thus, the decision table
I ′ for each example includes ten attributes:

C ′ = {xi−1,j−1, xi,j−1, xi+1,j−1, xi−1,j, xi,j, xi+1,j, xi−1,j+1, xi,j+1, xi+1,j+1, yi,j} . (7)

Hereinafter, the decision rules are presented in figures by using 3 x 3 pixel masks where black and
white colours indicate pixels with value 0 and 1 respectively. A particular decision rule applies if the
corresponding mask is consistent with local pixel configuration in a processed image.
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An example of boundary detection for a blood cells image is illustrated in Fig. 2. Input and target
images that were used for the identification of CA are shown in Fig. 2 a-b. On this basis a set of the
decision rules was induced. Only one rule was found, which changes value of the central pixel. A pixel
mask for this rule is illustrated in Fig. 2 c (note that the black colour in figures indicates pixels with
value 1). If a configuration of pixels in a processed image is consistent with the mask then the central
pixel takes value 0. Thus, the decision rule can be written as follows:

(xi−1,j−1(t) = 1) ∧ (xi,j−1(t) = 1) ∧ (xi+1,j−1(t) = 1)
∧(xi−1,j(t) = 1) ∧ (xi,j(t) = 1) ∧ (xi+1,j(t) = 1)
∧(xi−1,j+1(t) = 1) ∧ (xi,j+1(t) = 1) ∧ (xi+1,j+1(t) = 1)⇒ xi,j(t+ 1) = 0,

(8)

Application of CA with the above rule allows us to transform the input image (Fig. 2 a) into an output
image, which is identical to the target image (Fig. 2 b). Fig 2 f shows results of using the identified
CA for boundary detection in a test image (Fig. 2 e). The test image before binarization is presented
in Fig. 2 d.

Fig. 2. Boundary detection: a) input image for training, b) target image, c) induced rule, d) original test image, e) binarized test image,
f) results of CA application.

Results of CA identification for the convex hull transform are presented in Fig. 3. Fig 3 d shows
a set of 8 certain decision rules induced on the basis of the training images (Fig. 3 a-b) by using
algorithm LEM2. The decision rules are represented by pixel masks, where grey colour indicates pixels
that can have an arbitrary value (the pixels are not taken into account by the decision rule). If pixels
configuration in a processed image match one of the masks then value of the central pixel is changed
to 1. The identified CA was used to transform the test image form Fig. 2 e. Results of this operation
are illustrated in Fig. 3 e. The remaining algorithms of rule induction (exhaustive and genetic) have
generated sets of decision rules that give identical results, however their size is larger (more than 8
certain rules). Note that the results in Fig. 3 were obtained by using only the certain decision rules (Fig.
3 d), i.e. those that have certainty factor CERI′(r) = 1. In the next experiments, the set of decision
rules was extended by adding uncertain rules, for which the certainty factor is above 0.6 (Fig. 3 f) and
above 0.5 (Fig. 3 g). These tests show that the uncertain rules can significantly influence the results of
an image processing operation.

The last two examples are devoted to skeletonization of a blood smear image with trypanosoma forms
among red blood cells (Fig. 4 e). Fig. 4 shows the example, where CA was trained by using a target image
(Fig 4 b), which was obtained by performing skeletonization as the standard morphological operation.
The set of induced certain decision rules includes 9 elements (Fig. 4 d). During CA application, value
of the central pixel is changed to 0 if the 3x3 pixel pattern is consistent with one of the nine masks
presented in Fig. 4 d. In opposite situation the pixel value remains unchanged. Result of the CA-based
skeletonization is shown in Fig 4 g (black pixels).
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Fig. 3. Convex hull: a) input image for training, b) target image,c) results of CA application for input image, d) induced rules,
e) - f) results of CA application for test image (CER = 1, CER > 0.6, CER > 0.5).

Fig. 4. Skeletonization: a) input image for training, b) target image, c) results of CA application for input image, d) induced rules,
e) original test image, f) binarized test image, g) results of CA application for test image.
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Figure 5 includes an example of custom skeletonization, where the skeletons of blood cells are
removed as we are interested in recognizing skeletons of the trypanosoma forms. The input image for
CA training (Fig. 5 b) was obtained by removing the X-shaped skeletons of circles from the image
shown in Fig. 4 b. Results of the CA application with the induced rules are presented in Fig. 5 d (note
that grey colour corresponds to the binary test image). It can be observed in this example that the CA
can be used to detect the specific shape of trypanosoma forms in microscopic blood images.

Fig. 5. Custom skeletonization: a) input image for training, b) target image, c) induced rules, d) results of CA application.

6. CONCLUSION

The data exploration techniques based on rough sets theory enable straightforward identification of CA
for image processing on the basis of training data. The proposed method determines the neighbourhood
and transition rule without iterative testing and modification of candidate solutions. Thus, the solution
can be found in shorter time than for the evolutionary algorithms. The experimental results show that
the pro-posed approach allows identification of CA that are useful for extraction of specific features in
medical images.

In this study, experimental results obtained for the proposed method were evaluated by visual inspec-
tion. Detailed assessment of the introduced approach will require a definition of quality measures, a
larger set of test images as well as comparisons against the existing methods. An interesting topic for
further research is a possibility of combining the rough sets and evolutionary approaches in a hybrid
system, where the rough sets method will be used for fast identification of a CA and an evolutionary
algorithm will improve the obtained solution.
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