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OPTIMIZATION OF GROUNDWATER QUALITY MONITORING NETWORK

USING INFORMATION THEORY AND SIMULATED ANNEALING ALGORITHM

WIKTOR TREICHEL1, MA£GORZATA KUCHAREK1

Abstract. In this paper a methodology of assessment and optimization of groundwater quality monitoring network which takes into
account the evaluation criteria derived from the Shannon information theory is presented. The fundamental criteria derived from this theory
are: (1) the value of marginal information entropy, which is a measure of the amount of information containing in the data in a location of sampl-
ing point, and (2) the value of transinformation (mutual information) which measures the amount of information shared between each of two
sampling points. Transinformation can be interpreted as an index of the stochastic dependence between the random variables corresponding
to groundwater quality data recorded in different sampling points of monitoring network and shows the reduction of uncertainty included in
one variable due to the knowledge of the other variable. In the optimization problem the objective function involving the value of transinfor-
mation of the investigated water quality parameters (Cl, Cu, Na) is minimized. To minimize the objective function the simulated annealing
algorithm, which allows to find a satisfactory sub-optimal solution, was used. The proposed methodology was applied to optimize the ground-
water monitoring network of contaminant reservoir ¯elazny Most, one of the worlds biggest industrial waste disposal site, which collects
post-flotation contaminants originating from copper ore treatment. The results show an increase in the effectiveness of the monitoring
network by reducing the number of sampling points while maintaining an acceptable amount of information available in the network.
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INTRODUCTION

Assessment and optimization of groundwater quality mo-
nitoring networks is an important and difficult task and should
be carried out in terms of different criteria. While the problem
of assessing the cost of network operation do not create any
problems from the methodological point of view, a choice of
quantitative criterion for assessing the network quality is not
as clear. The main goal of the monitoring system is to produce
data for statistical analysis. Thus, one of the evaluation criteria
should be the amount of information that the monitoring net-
work is able to provide to the control system. The network
should be evaluated by the test that measures whether the amo-
unt of information obtained from monitoring meets the expec-
tations. If we assume that the monitoring network is a signal
communication system capable of providing environmental
information, we can use the entropy-based criteria, derived
from the Shannon information theory (Shannon, Weaver,
1949). The fundamental criteria derived from this theory are:

(1) the value of marginal information entropy, which is a mea-
sure of the amount of information containing in the data in
a location of sampling point, and (2) the value of transinfor-
mation (mutual information) which measures the amount of
information shared between each of two sampling points.
Marginal information entropy uses probability distribution
functions to measure the randomness (or uncertainty) of a ran-
dom variable. Transinformation can be interpreted as an index
of the stochastic dependence between the random variables
corresponding to groundwater quality data recorded in
different sampling points of monitoring network and shows
the reduction of uncertainty included in one variable due to
the knowledge of the other variable.

Some methods relating to Shannon information theory
were developed to assess monitoring networks. Harmancioglu
and Alpaslan (1992) have shown application of the informa-
tion theory into water quality monitoring network design in
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the context of multi-objective optimization. They have deve-
loped temporal, spatial and combined temporal/spatial desi-
gn criteria based on entropy. The results were highly promis-
ing as the benefits of a monitoring network were defined
quantitatively in the terms of information gain measured by
entropy. Mogheir and Singh (2002) used the entropy-based
criteria to quantify the information produced by ground wa-
ter monitoring network and combined it in the cost-effec-
tiveness analysis. Recently Masoumi and Kerachian (2009)
used the discrete entropy theory, C-means clustering method
and fuzzy set theory to optimal redesign of groundwater quali-
ty monitoring network of the Tehran aquifer. The measure of
transinformation was used to find the optimal distance be-
tween the monitoring wells.

This paper presents a methodology of assessing and opti-
mizing groundwater quality monitoring networks which takes

into account the value of transinformation, a criterion derived
from the Shannon information theory. Transinformation al-
lows to assess the redundant information in the network con-
taining in the series of the same water quality parameter obse-
rved at different control points. Since the formulated problem
of the monitoring network optimization is a complex combi-
natorial problem, which is hardly solvable by means of classi-
cal algorithms, a heuristic algorithm of simulated annealing
was proposed, which allows one to find a satisfactory sub-
-optimal solution. The proposed methodology was applied to
optimize the groundwater monitoring network of contaminant
reservoir ¯elazny Most located in the west-south part of Po-
land which receives post-flotation contaminants originating
from copper ore treatment (Duda, Witczak, 2003; Kucharek,
Treichel, 2006). This reservoir has been classified as one of
the worlds biggest industrial waste disposal site.

INFORMATION ENTROPY MEASURES

The base term of the information theory introduced by
Shannon (Shannon, Weaver, 1949) is entropy H(X). This term
allows to describe quantity of information coming from ran-
dom variable. Entropy is a quantitative measure of the infor-
mation content of a series of data since reduction of uncerta-
inty by making observations equals the same amount of gain
in information. According to Shannon, information is attain-
ed only when there is uncertainty about an event, which im-
plies the presence of alternative results the event may assu-
me. The name “entropy” is used since the mathematical
expression for this concept is analogous to that of entropy in
statistical mechanics.

If X is a discrete random variable with the probability dis-
tribution p(xi), i = 1, 2, …, N then marginal entropy H(X),
that measures information quantity which comes from obser-
vation of X, can be calculated as follow:
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If the probabilities p(xi) are low, the entropy value is high.
The maximum value of entropy equal to log(N) is reached for
uniform probability distribution p(xi) = 1/N for i = 1, 2, …, N.
There are three additional types of entropy measures associat-
ed with stochastic dependency between two random varia-
bles X and Y (Harmancioglu, Alpaslan, 1992; Mogheir, Sin-
gh, 2002; Kucharek, Treichel, 2006): joint entropy, conditio-
nal entropy and mutual entropy called transinformation.
The joint entropy H(X, Y) measures a total information con-
tent in both X and Y , and is a function of the joint probability
distribution p(xi, yj). The total entropy of two independent
random variables is equal to the sum of their marginal entro-
pies. When X and Y are stochastically dependent, their joint
entropy is less than the total entropy of these variables. Con-
ditional entropy H(X | Y) is a measure of the information
content of X which is not contained in the random variable Y.

It represents the uncertainty remaining in X when Y is known.
The transinformation T(X, Y) is another entropy measures
which measures the redundant or mutual information betwe-
en X and Y. It is defined as the information content of X
which is contained in Y. It can also be interpreted as the re-
duction of uncertainty in X, due to knowledge of variable Y.
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where X and Y are two discrete random variables defined in
the same probability space with probability p(xi) and p(yj),
respectively. The transinformation may be expressed as
the difference between the total entropy and the joint entropy
of the two dependent random variables X and Y:
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For discrete random variables the transinformation can
be calculated using contingency tables (Mogheir et al., 2003).

The approach developed here consists in assessing the re-
duction in the joint entropy of two or more variables (i.e. two
or more sampling points where a particular water quality va-
riable is observed) due to the presence of stochastic depen-
dence between them. This reduction corresponds to the re-
dundant information in the series of the same water quality
parameter observed at different control points. Thus a crite-
rion of evaluation of the groundwater quality monitoring net-
work will be the value of transinformation. Minimization of
this objective function could be achieved by an appropriate
choice of the number and location of sampling points.

Therefore the basis for the assessment of whether the exist-
ing monitoring network provides sufficient non-redundant

194 Wiktor Treichel, Ma³gorzata Kucharek



information to the system may be the average value of mutual
information (transinformation) calculated for the different
scenarios that define the location of measurement points in

the monitoring network. On the basis of this criterion it is po-
ssible to propose a revision of the existing monitoring net-
work in the most efficient way.

GENERAL CHARACTERISTICS OF THE DATA SET

The reservoir ¯elazny Most was establish in 1974 as
a landfill of copper ores flotation tailings and nowadays is
one of the world’s largest industrial waste disposals. It occu-
pies an area of approximately 1,400 hectares. The landfill is
surrounded by a protective zone ranging from about 500 to
about 1,500 m from the dams. Groundwater quality monito-
ring network includes 278 data points in which the water qu-
ality of first groundwater level is observed. Depending on
the plan at some points the measurement is conducted three
times a year and at others once every four years. In the piezo-
meters the concentrations of chemical variables in the form
of ions are measured: calcium (Ca), cadmium (Cd), chlorine
(Cl), chromium (Cr), copper (Cu), iron (Fe), potassium (K),
magnesium (Mg), manganese (Mn), sodium (Na), nickel
(Ni), ammonium (NH4), nitrite nitrogen (NO2), nitrate nitro-
gen (NO3), lead (Pb), sulphates (SO4), and additionally co-
lor, pH, conductivity, hardness, alkalinity and total dissolved
substances.

Following an analysis of the data set, three of variables
were chosen for further study: Cu (mg/dm3), Na (mg/dm3)
and Cl (mg/dm3). Data include 55 measurement points,
where tests were performed for 10 years, from 1996 to 2005.
The number of elements for each measurement is different
and is as follows:

– for the chlorine ions (Cl–) is a sequence of 17 measure-
ments taken at a frequency of once a year in 1996–1999, and
similarly in 2005, two times a year in the years 2001, 2002
and 2004 and three times a year in the years 2000 and 2003;

– for the copper (Cu2+) and sodium (Na+) ions, data set is
a sequence of 13 measurements made with the frequency
once a year in 1996–1999 and 2005 and two times a year in
the years from 2000 to 2002 and 2004; in 2003 no measure-
ments were made.

In the first stage of the analysis the results of measure-
ments are used to calculate basic descriptive statistics (mean,
minimum, maximum, standard deviation, skewness, kurtosis).
Based on analysis, it was found that the average of the chlori-
ne ion concentration increases since 1996 (2065 mg/dm3) by
the year 2005 (3673 mg/dm3). The minimum value is in
the range 4.0–17.7 mg/dm3. Depending on the year in which
the measurement was performed, 25% of the measurements
of chlorine ion concentration is lower than the 50.5 mg/dm3

in 1997 and 144.9 mg/dm3 in 2005. 75% of the measurement
of chlorine ion concentration reaches a value of not more
than 3516.5 mg/dm3 in 1996 while this figure is increasing
steadily and in 2005 a turnover of 6145.5 mg/dm3. Histo-
grams of chloride concentration, the coefficient of skewness
and significant difference between the mean and median
show the high asymmetrical data distribution. In addition,
the standard deviation in the range of 2310.3 to 3730.4, and
the difference between the upper and lower quartiles show
a large dispersion of data around the averages Table 1.

By examining the concentration of other ions we obser-
ved a similar trends as in the case described above concer-
ning the concentration of chlorine ions. As time increases
the average concentrations of pollutants in groundwater
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Table 1

The descriptive statistics for the chloride contamination [mg/dm3] in groundwater of the first water level
around the disposal site ¯elazny Most in 2002–2005

Statistics Cl_2002 Cl_2002a Cl_2003 Cl_2003a Cl_2003b Cl_2004 Cl_2004a Cl_2005

Mean 2 785.9 2 732.8 3 138.6 3 060.6 3 292.6 3 793.3 3 630.0 3 673.3

Standard error 403.8 396.4 417.0 421.0 416.8 447.9 427.2 503.0

Quartile1 (25%) 71.3 60.15 68.8 72.6 72.85 80.4 139.95 144.85

Median 1 865.0 1 556.0 2 584.0 1 971.0 2 669.0 3 967.0 3 921.0 2 746.0

Quartile 3 (75%) 4 991.5 4 962 5 266.5 5 378.5 5 467 6 116 6 048 6 145.5

Standard deviation 2 994.8 2 940.1 3 092.3 3 122.1 3 091.0 3 321.4 3 168.1 3 730.4

Kurtosis 0.004 0.124 –0.397 –0.362 –0.603 –1.088 –0.793 0.205

Skewness 0.945 0.970 0.730 0.793 0.614 0.331 0.445 0.879

Range 10 206.6 10 201.1 10 328.3 10 329.1 10 143.4 10 992.3 10 505.0 15 216.3

Minimum 10.4 7.4 17.7 16.9 15.6 6.7 10.0 7.7

Maximum 10 217.0 10 208.5 10 346.0 10 346.0 10 159.0 10 999.0 10 515.0 15 224.0

Number of items 55 55 55 55 55 55 55 55

Confidence level (95.0%) 809.6 794.8 836.0 844.0 835.6 897.9 856.5 1 008.5



increases and higher maximum values are met. Data distribu-
tions are asymmetrical, as evidenced by the coefficient of
skewness and significant difference between the mean and
median. In addition, each year a number of outliers is detect-

ed. The calculated basic statistical parameters are confirma-
tion of the general upward trend due to the continuing expan-
sion of the landfill.

OBJECTIVE FUNCTION

In the next step of data analysis the values of transinforma-
tion were calculated. For all control points in the monitoring
network and for three variables: chlorine, copper and sodium
transinformation was calculated using equation [2]. The com-
puting of marginal and joint probability distributions for each
sampling points and for each variables was carried out by
the mean of contingency tables (Mogheir et al., 2003). To take
into consideration in the optimization problem all the investi-
gated variables (Cl– , Cu2+, Na+) the objective function was
defined as the average of transinformation values determined
for the pairs of sampling control points and for the subsequent
concentration of sodium ions, chlorine ions and copper ions:

[4]
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where:
s – index of the investigated variable (Cl, Cu, Na),
n and m – indices of sampling points,
M – number of sampling points.

Because transinformation defines the amount of informa-
tion contained in one variable (sampling point), which is also
contained in another, the use of this criterion allows us to re-
move redundant information from the groundwater quality
control system. Therefore, the application of transinforma-
tion criterion allows to select those sampling control points
which contain the least information on other points, while
itself deliver to the system a significant amount of unique
information.

SIMULATED ANNEALING OPTIMIZATION ALGORITHM

The primary objective of the optimization is to improve
the efficiency of the network, which may involve the re-
moval of poorly located measuring points (if we are talking
about reducing the network), or make additional points (if
a problem of network expansion is considered). In addition
to the classical optimization methods, such as the simplex
method for linear programming and Newton’s method for
nonlinear programming, a new class of optimization meth-
ods based on heuristic search techniques is recently success-
fully developed. This group of techniques is known as global
optimization techniques and is allowing to find the global
optimum without using the gradient of the objective func-
tion. This group includes the genetic algorithms, simulated
annealing algorithms, tabu search algorithm and different
evolutionary algorithms. The idea of heuristic algorithms is
to evaluate some new solutions of optimization problem
from the neighborhood of the current solution, but the proce-
dure for checking all possible solutions is replaced with
a process that works according to a specific heuristic. It ma-
inly allows to obtain a result within a reasonable time. But it
should be kept in mind that heuristic algorithms do not guaran-
tee to find optimal solutions but provide a good enough solu-
tion, close to the optimal one.

Since the formulated problem of minimization of objec-
tive function [4] belongs to a class of complex combinatorial
problems, which are hardly solvable by means of classical al-
gorithms, a heuristic algorithm of simulated annealing was
proposed, which allows one to find a satisfactory sub-optimal
solution. This is a technique that attracted significant attention

as suitable for optimization problems of large scale. At the he-
art of this method is an analogy with thermodynamics, specifi-
cally with the way that metals cool and anneal.

Simulated annealing algorithm is an extension of the lo-
cal search algorithm. A novelty in this method is that there is
possible that particles (solutions) move to the state of higher
energy (higher value of objective function) and it occurs
with a certain probability. Movement to a lower energy state
(lower value of objective function) is always allowed.

Simulated annealing algorithm starts working on the so-
lution generated from the set of feasible solutions, then each
subsequent solution is selected from a set of neighboring so-
lutions, and the objective function is calculated. If the new
solution is better than the previous one then the new solution
overwrites the previous solution. Otherwise, if the new solu-
tion is worse than the previous one, it could be accepted with
some probability. The probability to accept a worse solution
is determined from the following relationship, called Metro-
polis rule (Kirkpatrick et al., 1983):

[5]
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where:

k – Boltzmann constant (k = 1),
T – temperature (described by cooling schedule),
xcur – current solution,
xnew – new tested solution,
P – probability of acceptance of the new solution.
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The key parameter of the algorithm is the cooling sche-
dule. Sufficiently high initial temperature in the initial phase
allows the search through the entire search space from worse
to better solutions and vice versa. However, the speed and
the way of lowering the temperature determines the speed of
the algorithm. Too slow decrease in temperature can hamper

the identification of the optimum by leaving too much free-
dom to search during a large number of iterations. On
the other hand, if the temperature drops too quickly, the al-
gorithm can easily stay at a local optimum, it will not have
enough iterations to effectively search through the entire
search space.

RESULTS OF OPTIMIZATION

In the order to improve the efficiency of the monitoring
network around the disposal site ¯elazny Most a number of
optimization was performed. Calculations were carried out
in several variations: (1) analysis of the entire area around
the site and all types of water quality variables, (2) analysis
of the entire area around the site and separately each of variab-

les, (3) analysis of the eastern forefield area of the site and all
types of water quality variables, (4) analysis of the western
forefield of the site and all types of water quality variables.

We also performed calculations for the scenario of
whole groundwater monitoring network and for the option
the network is divided into zones having regard to the ability
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Fig. 1. Plot of the objective function in optimization of monitoring network for the whole network calculated
taking into account the concentrations of Na+, Cl– and Cu2+



or inability of the impact on each individual sampling points.
Given the complexity of the phenomenon and the possibility
of interactions between the various points the best results
were obtained when considering all three ions (Cl–, Cu2+,
Na+), but maintaining the distinction between the eastern and
western forefield.

In each variant of optimization the number of piezome-
ters in the network was successively decreased. For each va-
riant of reduction of the number of sampling points the simu-
lated annealing algorithm calculated the optimal value of
the objective function, which evaluates the informational va-
lue of the monitoring network, and defined the optimal con-
figuration of the remaining network. Figure 1 shows plots of
the objective function for the variants of reduction of the net-
work by 10 and 20%. On the figure we can observe how does

simulated annealing algorithm reach the optimal solution.
Minimizing the objective function is not monotonic, but the
algorithm copes well with local minima encountered during
a global minimum search.

The optimal configuration of the network designated in
the optimization process for these two exemplary variants is
shown in Figure 2. Please note that the criterion of transin-
formation for evaluating the amount of redundant informa-
tion in the network, resulting from the stochastic interaction
between the different measuring points, ensures the stability
of the sequential solutions. Sampling points removed from
the monitoring network in the variant of a reduction by 10%
are also removed from the monitoring network in the variant
of a reduction of 20%. This means that the monitoring net-
work reduction procedure can be performed sequentially.
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Fig. 2. Removed and retained sampling points while reducing the monitoring network by 10 and 20%



SUMMARY AND CONLUSIONS

The aim of this study was to increase the effectiveness of
the groundwater quality monitoring network by reducing
the number of piezometers while maintaining an acceptable
amount of information available in the network. The metho-
dology was applied to the monitoring network of the conta-
minant reservoir ¯elazny Most which collects post-flotation
contaminants originating from copper ore treatment. When
analyzing the information value of the monitoring network,
the data on ion concentration of chlorine, sodium and copper
in the groundwater of the first water level are used. Different
combinations of a number and locations of sampling points
are evaluated using the measure of redundant information
called transinformation. The simulated annealing algorithm
was used to find a sub-optimal solution of the optimization
problem. The results show that the proposed methodology

can be effectively used for redesign and reorganization of the
existing monitoring network and the best combination of
sampling points considering minimal redundant information
in the system could be selected. Of course, it must be remem-
bered that the statistical calculations (probability distribu-
tions) are always based on historical data. When planning
new monitoring points we might use the additional knowled-
ge, for example, geological exploration on any preferred
direction of migration of pollutants.
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