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1. INTRODUCTION

The relations between primes and operator algebra theory have been studied in various
different approaches. The study of such relations is (i) to provide new tools in operator
algebra, (ii) to apply operator-algebraic techniques (e.g., free probability) to number
theory, and (iii) to establish bridges between number theory and operator algebra
theory.

For instance, in [4], we studied how primes act “on” certain von Neumann alge-
bras, which are von Neumann algebras generated by Adelic measure spaces. Also, the
primes as operators in certain von Neumann algebras have been studied in [5] and
[8]. In [6] and [7], we studied primes as linear functionals acting on arithmetic func-
tions, i.e., each prime induces a free-probabilistic structure on arithmetic functions.
In such a case, one can understand arithmetic functions as Krein-space operators
via Krein-space representations (see [12] and [13]). These studies are all motivated
by number-theoretic results (e.g., [3, 14] and [15]), under free probability techniques
(e.g., [16, 17] and [19]).

Independently, Arveson studied histories as a group of actions induced by real
numbers R on (type I subfactors of) B(H), satisfying certain additional conditions,
where H is an infinite-dimensional separable Hilbert space. By understanding the field
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R as an additive group (R,+), he defined an E0-group ΓR of ∗-homomorphisms acting
on B(H) indexed by R. By putting additional conditions on ΓR, he defined a history
Γ acting on B(H) (e.g., [1, 2] and [8]). In [9], by framing a group Γ to groupoids
generated by partial isometries, we studied possible distortions ΓG of a history Γ. It
shows that whenever a history Γ acts on H, a family of partial isometries distorts (or
reduces, or restricts) the “original” historical property (in the sense of Arveson) of Γ.
And such distortions are completely characterized by groupoid actions, sometimes
called the E0-groupoid actions induced by partial isometries on B(H). The above
framed (E0-)groupoids ΓG induce corresponding C∗-subalgebras C∗(ΓG) of B(H),
investigated by dynamical system theory and free probability (e.g., [16, 17] and [19]).

p-adic analysis provides a important tool for studying non-Archimedean geometry
at small distance (e.g., [18]). It is not only interested in various mathematical fields
but also in physics and related scientific areas (e.g., [3–5,12,13] and [18]). The p-adic
number fields (or p-adic number fields) Qp and the Adele ring AQ play key roles
in modern number theory, analytic number theory, L-function theory, and algebraic
geometry (e.g., [3, 14] and [15]).

Like in [1, 2, 8] and [9], providing Archimedean dynamical systems obtained from
R, or discrete groups, or discrete groupoids, one may construct non-Archimedean dy-
namical systems induced by p-adic number fields Qp, or by certain algebraic structures
induced by Qp, for primes p. This idea motivates our works here.

Especially, we construct a monoid σ(Qp) = (σ(Qp),∩), where σ(Qp) is the
σ-algebra consisting of all Haar-measurable subsets of Qp, and act it on an ar-
bitrary von Neumann algebra M , to construct a semigroup W ∗-dynamical system
(M,σ(Qp), α), where α is a suitable monoidal action of σ(Qp) acting on M . The
construction of such dynamical systems is motivated by those of [1, 2, 8] and [9].

From a semigroupW ∗-dynamical system (M,σ(Qp), α), the corresponding crossed
product W ∗-algebra,

M ×α σ(Gp)

is well-defined, as a von Neumann algebra generated by M and α (σ(Qp)) satisfying
α-relations. We study free probability on such von Neumann algebras and consider
connection with number-theoretic results and free-probabilistic data.

2. DEFINITIONS AND BACKGROUND

In this section, we introduce basic definitions and backgrounds of the paper.

2.1. p-ADIC NUMBER FIELDS Qp AND THE ADELE RING AQ

Throughout this paper, we denote the set of all natural numbers (or positive integers)
by N, the set of all integers by Z, and the set of all rational numbers by Q.

Let us fix a prime p. Define the p-norm |·|p on the rational numbers Q by

|q|p =
∣∣∣pr a

b

∣∣∣
p

def
=

1

pr
,
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whenever q = pr ab ∈ Q× = Q \ {0} for some r ∈ Z with the convention that |0|p
def
= 0

for all primes p.
It is easy to check that:

(i) |q|p ≥ 0 for all q ∈ Q,
(ii) |q1q2|p = |q1|p · |q2|p for all q1, q2 ∈ Q,
(iii) |q1 + q2|p ≤ max{|q1|p , |q2|p} for all q1, q2 ∈ Q.

In particular, by (iii), we verify that

(iii)′ |q1 + q2|p ≤ |q1|p + |q2|p for all q1, q2 ∈ Q.

Thus, by (i), (ii) and (iii)′, the p-norm |·|p is indeed a norm. However, by (iii), this
norm is “non-Archimedean”.

Definition 2.1. We define a set Qp by the norm-closure of the normed space (Q, |·|p),
for all primes p. We call Qp, the p-adic number field.

For a fixed prime p, all elements of the p-adic number field Qp are formed by

pr

( ∞∑

k=0

akp
k

)
with ak ∈ {0, 1, . . . , p− 1} (2.1)

for all r ∈ Z. For example,

−1 = (p− 1)p0 + (p− 1)p+ (p− 1)p2 + . . . .

The subset of Qp, consisting of all elements formed by

∞∑

k=0

akp
k for ak ∈ {0, 1, . . . , p− 1},

is denoted by Zp. One can easily verify that, for any x ∈ Qp, there exist r ∈ Z, and
x0 ∈ Zp, such that

x = prx0,

by (2.1). Notice that if x ∈ Zp, then |x|p ≤ 1, and vice versa, i.e., the subset Zp can
be re-defined by a subset of Qp, such that

Zp = {x ∈ Qp : |x|p ≤ 1}. (2.2)

So, the subset Zp of (2.2) is said to be the unit disk of Qp. Remark that

Zp ⊃ pZp ⊃ p2Zp ⊃ p3Zp ⊃ . . . .

It is not difficult to verify that

Zp ⊂ p−1Zp ⊂ p−2Zp ⊂ p−3Zp ⊂ . . . ,
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and hence,

Qp =

∞⋃

k=−∞
pkZp, set-theoretically. (2.3)

Consider the boundary Up of Zp. By construction, the boundary Up of Zp is identical
to Zp \ pZp, i.e.,

Up = Zp \ pZp = {x ∈ Zp : |x|p = 1}. (2.4)

We call the subset Up (2.4) of Zp the unit circle of Qp, and all elements of Up are said
to be units of Qp. Similarly, the subsets pkUp are the boundaries of pkZp satisfying

pkUp = pkZp \ pk+1Zp for all k ∈ Z,

where xX def
= {xy : y ∈ X}, for all x ∈ Qp and X ⊆ Qp. Therefore, by (2.3) and

(2.4), we obtain that

Qp =

∞⊔

k=−∞
pkUp, set-theoretically, (2.5)

where
⊔

means the disjoint union. By [18], whenever q ∈ Qp is given, there always
exist a ∈ Qp, k ∈ Z, such that

q ∈ a+ pkZp.

Fact 2.2 ([18]). The p-adic number field Qp is a locally compact Banach space. In
particular, the unit disk Zp is compact in Qp.

Define now the addition on Qp by
( ∞∑

n=−N1

anp
n

)
+

( ∞∑

n=−N2

bnp
n

)
=

∞∑

n=−max{N1,N2}
cnp

n, (2.6)

for N1, N2 ∈ N, where the summands cnpn satisfies that

cnp
n def

=





(an + bn)pn if an + bn < p,

pn+1 if an + bn = p,

snp
n+1 + rnp

n if an + bn = snp+ rn

for all n ∈ {−max{N1, N2}, . . . , 0, 1, 2, . . .}. Clearly, if N1 > N2 (resp. N1 < N2),
then, for all j = −N1, . . . ,−(N1 −N2 + 1), (resp. j = −N2, . . . ,−(N2 −N1 + 1)),

cj = aj (resp. cj = bj).

And define the multiplication from Zp × Zp into Qp by
( ∞∑

k1=0

ak1p
k1

)( ∞∑

k2=0

bk2p
k2

)
=

∞∑

n=−N
cnp

n, (2.7)
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where

cn =
∑

k1+k2=n

(
rk1,k2ik1,k2 + sk1−1,k2i

c
k1−1,k2 + sk1,k2−1i

c
k1,k2−1 + sk1−1,k2−1i

c
k1−1,k2−1

)
,

where
ak1bk2 = sk1,k2p+ rk1,k2 ,

by the division algorithm, and

ik1,k2 =

{
1 if ak1bk2 < p,

0 otherwise,

and
ick1,k2 = 1− ik1,k2 ,

for all k1, k2 ∈ N, and hence, “on Qp”, the multiplication (2.7) is extended to
( ∞∑

k1=−N1

ak1p
k1

)( ∞∑

k2=−N2

bk2p
k2

)

=
(
p−N1

)
(p−N2)

( ∞∑

k1=0

ak1−N1p
k1

)( ∞∑

k2=0

bk1−N2p
k2

)
.

(2.8)

Then, under the addition (2.6) and the multiplication (2.8), the algebraic triple
(Qp,+, ·) becomes a field, for all primes p. Thus the p-adic number fields Qp are
algebraically fields.

Fact 2.3. Every p-adic number field Qp, with the binary operations (2.6) and (2.8)
is indeed a field.

Moreover, the Banach filed Qp is also a (unbounded) Haar-measure space
(Qp, σ(Qp), ρp), for all primes p, where σ(Qp) means the σ-algebra of Qp, consisting
of all ρp-measurable subsets of Qp, where ρp is a Haar measure, satisfying

ρp
(
a+ pkZp

)
= ρp

(
pkZp

)
=

1

pk
= ρ

(
pkZ×p

)
= ρ

(
a+ pkZ×p

)
(2.9)

for all a ∈ Qp and k ∈ Z, where Z×p = Zp \ {0}. Also, one has

ρp(a+ pkUp) = ρp
(
pkUp

)
= ρp

(
pkZp \ pk+1Zp

)

= ρp
(
pkZp

)
− ρp

(
pk+1Zp

)
=

1

pk
− 1

pk+1

for all a ∈ Qp. By (2.3) and (2.5), the above measure ρp satisfying (2.9) is nicely
extended fully on subsets of Qp, and hence, the collection σ(Qp) of ρp-measurable
subsets is well-defined, i.e., Qp is understood as a measure space (Qp, σ(Qp), ρp).
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Note that, by (2.9), one obtains

ρp
(
a+ pkUp

)
= ρ

(
pkUp

)
=

1

pk
− 1

pk+1
(2.10)

for all a ∈ Qp and k ∈ Z (also see Chapter IV of [18]).

Fact 2.4. The Banach field Qp is an unbounded Haar-measure space, where ρp
satisfies (2.9) and (2.10), for all primes p.

The above three facts show that Qp is a unbounded Haar-measured, locally com-
pact Banach field.

Definition 2.5. Let P = {all primes} ∪ {∞}. The Adele ring AQ = (AQ,+, ·) is
defined by the set

{
(xp)p∈P

∣∣ only finitely many xp ∈ Qp,

almost all other entries xp ∈ Zp for primes p and x∞ ∈ Q∞
} (2.11)

with identification: Q∞ = R, and Z∞ = [0, 1], the closed interval in R, equipped with

(xp)p∈P + (yp)p∈P = (xp + yp)p∈P , (2.12)

and
((xp)p∈P) ((yp)p∈P) = (xpyp)p∈P (2.13)

for all (xp)p∈P , (yp)p∈P ∈ AQ, where the additions xp + yp in the right-hand side of
(2.12) are in the sense of (2.6), and the multiplications xpyp in the right-hand side of
(2.13) are in the sense of (2.8).

Indeed, this algebraic structure AQ forms a ring. Also, by construction, the Adele
ring AQ is also a locally compact Banach space under product topology, equipped
with the product measure. Set-theoretically,

AQ ⊆
∏

p∈P
Qp = R×

( ∏

p:prime

Qp

)
.

In fact, by the very definition (2.11) of the Adele ring AQ, it is a weak direct product∏′
p∈P Qp of {Qp}p∈P , i.e.,

AQ =
∏

p∈P

′
Qp.

The product measure
ρ = ×

p∈P
ρp

of the Adele ring AQ is well-determined, with identification ρ∞ = ρR, the usual
distance-measure (induced by |·|∞) on R.

Fact 2.6. The Adele ring AQ is a unbounded-measure locally compact Banach ring.
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2.2. DYNAMICAL SYSTEMS INDUCED BY ALGEBRAIC STRUCTURES

In this section, we briefly discuss about dynamical systems induced by algebraic struc-
tures. Let X be an arbitrary algebraic structures, i.e., X is a semigroup, or a group,
or a groupoid, or an algebra, etc. (possibly equipped with topology). Let us restrict
our interests to the case where X is an algebraic structures equipped with a single
operation (·), i.e., it is a semigroup or a monoid, or a group, or a groupoid.

Let M be an algebra over C, and assume there exists a well-defined action α of X
acting on M , i.e., α(x) is a well-defined function on M , for all x ∈ X, satisfying that:

α(x1 · x2) = α(x1) ◦ α(x2) on M,

for all x1, x2 ∈ X, where x1 ·x2 means the multiplication of x1 and x2 under operation
(·) on X, and (◦) means the usual functional composition.

For convenience, we denote α(x) simply by αx.

Definition 2.7. Then the triple (M,X,α) is called the dynamical system induced by
X on M via α.

For such a dynamical system (M,X,α), one can define a crossed product algebra

MX = M ×α X,
by the algebra generated by M and α(X), satisfying the α-relation:

(m1αx1) (m2αx2) = (m1αx1(m2))αx1x2 in MX

for all mjαxj ∈MX , for j = 1, 2. Every element T of MX has its expression,

T =
∑

x∈X
mxαx with mx ∈M.

Remark that, if MX is pure-algebraic, then
∑

is a finite sum, meanwhile, if MX is
topological, then

∑
is a finite or infinite (equivalently, limit of finite) sum (under

topology).
If M is a ∗-algebra, then one may have an additional condition for α-relation;

(mαx)∗ = αx(m∗)α∗x in MX

for all mαx ∈MX .
In this paper, we are interested in cases where given algebrasM are von Neumann

algebras. In such cases, we call the corresponding topological dynamical systems,
W ∗-dynamical systems, and the corresponding crossed product algebra, the crossed
product W ∗-algebras.

3. p-ADIC W ∗-DYNAMICAL SYSTEMS

Let us establishW ∗-dynamical systems on a fixed von Neumann algebraM . Through-
out this section, we fix a prime p, and a von Neumann algebra M in an operator
algebra B(H) on a Hilbert space H.
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3.1. p-PRIME VON NEUMANN ALGEBRAS L∞(Qp)

As a measure space, the p-adic number field Qp has its corresponding L2-Hilbert space
Hp, defined by

Hp
def
= L2 (Qp, ρp) . (3.1)

We call Hp, the p-prime Hilbert space, i.e., all elements of Hp are the square
ρp-integrable functions on Qp. Remark that all elements of Hp are the functions
approximated by simple functions,

∑
S∈σ(Qp)

tSχS

generated by characteristic functions χX ,

χX(x) =

{
1 if x ∈ X,
0 otherwise

for all x ∈ Qp, with tX ∈ C. So, one can understand each element f of Hp as

f =
∑

S∈σ(Qp)

tSχS with tS ∈ C,

where
∑

is a finite or an infinite (equivalently, limit of finite) sum.
By definition, the inner product 〈·, ·〉p on Hp is defined by

〈f1, f2〉p def=

∫

Qp

f1f2 dρp

for all f1, f2 ∈ Hp, having the corresponding norm ‖·‖p on Hp,

‖f‖p
def
=
√
〈f, f〉p =

√√√√
∫

Qp

|f |2 dρp

for all f ∈ Hp. Thus, if f =
∑

S∈σ(Qp)

tSχS in Hp, then

∫

Qp

fdρp =
∑

X∈σ(Qp)

tXρp(X).

Let us fix a function g ∈ L∞ (Qp, ρp), which is an essential-norm bounded function.
Similar to Hp-case, one can understand g as the approximation of simple functions.
Then gf ∈ Hp, too, for all f ∈ Hp.

Definition 3.1. The von Neumann subalgebras Mp = L∞ (Qp, ρp) of B(Hp) are
called the p-prime von Neumann algebras, for all primes p.
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By locally compactness, and Hausdorff property of Qp, for any x ∈ Qp, there exist
a ∈ Qp, and n ∈ Z, such that x ∈ a + pnUp (see Section 2.1). Therefore, we obtain
the following lemma.

Lemma 3.2. Let X ∈ σ(Qp). Then there exists N ∈ N ∪ {∞} such that:

(i) there are corresponding a1, . . . , aN ∈ Qp, and n1, . . . , nN ∈ Z,
(ii) X is covered by the unions of ak + pnkUp, for k = 1, . . . , N , i.e.,

X ⊆
N⋃

k=1

(ak + pnkUp) , (3.2)

where Up is the unit circle of Qp, which is the boundary of the unit disk Zp.

Proof. The proof of (3.2) is done by (2.5) and [18].

In (3.2), we show that every measurable subset X of Qp is covered by a union
of transformed boundaries a + pkUp of a, +pkZp (a ∈ Qp, k ∈ Z). It shows that the
measure ρp(X) is less than or equal to the sum of ρp(pkUp), for some k ∈ Z.

Lemma 3.3. Let X be a measurable subset of the unit circle Up ∈ Qp, for primes p.
Then there exists

0 ≤ rX ≤ 1 in R, (3.3)

such that

ρp (X) = rX

(
1− 1

p

)
.

Proof. The existence of the quantities of (3.3) is guaranteed by (3.2) and (2.9), (2.10).

By (3.3), we can obtain the following theorem.

Theorem 3.4. Let χS be a characteristic function for S ∈ σ(Qp). Then there exist
N ∈ N ∪ {∞}, and k1, . . . , kN ∈ Z, r1, . . . , rN ∈ R, such that

∫

Qp

χSdρp =
N∑

j=1

rj

(
1

pkj
− 1

pkj+1

)
. (3.4)

Proof. Let S be a measurable subset of Qp. Then, by (3.2) and (3.3), there exist
N ∈ N ∪ {∞}, and k1, . . . , kN ∈ Z, and r1, . . . , rN ∈ [0, 1] in R, such that

S ⊆
N⋃

j=1

(
aj + pkjUp

)
for aj ∈ Qp.

Thus, there exist measurable subsets S1, . . . , SN of S, such that

Sj ⊆ aj + pkjUp for j = 1, . . . , N,
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satisfying

S =
N⊔

j=1

Sj and ρp(Sj) ≤ ρp
(
pkjUp

)
=

(
1

pkj
− 1

pkj+1

)
.

So, there exists rj ∈ [0, 1] in R, such that

ρp(Sj) = rj

(
1

pkj
− 1

pkj+1

)
,

for all j = 1, . . . , N , and hence, one has

∫

Qp

χSdρp = ρp(S) =
N∑

j=1

ρp(Sj) =
N∑

j=1

rjρp
(
aj + pkjUp

)

=
N∑

j=1

rjρp
(
pkjUp

)
=

N∑

j=1

rj

(
1

pkj
− 1

pkj+1

)
.

The above formula (3.4) characterizes the identically distributedness under inte-
gration in Mp.

Corollary 3.5. Let g =
∑
S∈σ(Qp) tSχS be an element of the p-prime von Neumann

algebra Mp. Then there exist rj ∈ [0, 1] in R, kj ∈ Z, and tj ∈ C, and

h =

∞∑

j=−∞
(tjrjp

kj )χUp (3.5)

such that g and h are identically distributed under integration
∫
Qp
• dρp.

The above theorem and corollary show that the analytic data of g ∈Mp is char-
acterized by the analytic data of certain types of “good” functions of Mp, under
identically-distributedness.

3.2. p-ADIC SEMIGROUP W ∗-DYNAMICAL SYSTEMS

Now, let M be a fixed von Neumann algebra in B(H), and Qp, a fixed p-adic number
field, and let Mp = L∞(Qp, ρp) be the p-prime von Neumann algebra in the sense of
Section 3.1.

Let Hp be the tensor product Hilbert space Hp⊗ H of the p-prime Hilbert space
Hp and the Hilbert space H where M acts, where ⊗ means the topological tensor
product of Hilbert spaces.

Define an action α of the σ-algebra σ(Qp) of the p-adic number field Qp acting on
the von Neumann algebra M in B(Hp) by

α(S)(m)
def
= χSmχ

∗
S = χSmχS (3.6)
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for all S ∈ σ(Qp), and m ∈M , in B(Hp), by understanding

χS = χS ⊗ 1M , and m = 1Mp ⊗m in B(Hp)

where 1Qp is the function χQp on Qp, and 1M is the identity element of M , i.e., one
can understand α(S)(m) as compressions of m in B(Hp) with respect to projections
χS . Then α is an action of σ(Qp) acting on M in the following sense:

α(S1 ∩ S2)(m) = χS1∩S2
mχS1∩S2

= χS1
χS2

mχS1
χS2

= χS1
χS2

mχS2
χS1

= χS1
(α(S2)(m))χS1

= α(S1) (α(S2)(m)) = (α(S1) ◦ α(S2))(m)

for all m ∈M , and S1, S2 ∈ σ(Qp), i.e.,

α(S1 ∩ S2) = α(S1) ◦ α(S2) for all S1, S2 ∈ σ(Qp). (3.7)

Observe now that the algebraic structure (σ(Qp),∩) forms a semigroup. Indeed,
the intersection ∩ is well-defined on σ(Qp), and it is associative;

S1 ∩ (S2 ∩ S3) = (S1 ∩ S2) ∩ S3,

for Sj ∈ σ(Qp), for all j = 1, 2, 3. Moreover, this semigroup σ(Qp) contains Qp, acting
as the semigroup-identity satisfying that

S ∩Qp = S = Qp ∩ S,

for all S∈σ(Qp), and hence, this semigroup σ(Qp) forms a monoid with its identityQp.

Lemma 3.6. The triple (M,σ(Qp), α) forms a monoid W ∗-dynamical system.

Proof. The action α of (3.6) is indeed a well-defined monoid action of σ(Qp) =
(σ(Qp),∩) acting on M in B(Hp) by (3.7).

For convenience, we denote α(S) simply by αS , for all S ∈ σ(Qp).
The action α of (3.6) is extended to a linear morphism, also denoted by α, from

Mp into B(Hp), by

α(f)(m) = α


 ∑

S∈Supp(f)

tSχS


 (m)

def
=

∑

S∈Supp(f)

tSαS(m) =
∑

S∈Supp(f)

tSχSmχS

(3.8)

for all f ∈Mp.

Proposition 3.7. Let Mp be the p-prime von Neumann algebra, and let M be a von
Neumann subalgebra of B(H). Then there exists an action α of Mp acting on M
in B(Hp).
Proof. It is proven by construction (3.8).



456 Ilwoo Cho

Definition 3.8. Let σ(Qp) be the σ-algebra of the p-adic number fieldQp, understood
as a monoid (σ(Qp),∩), and let α be the action of σ(Qp) on a given von Neumann
algebra M in the sense of (3.6). Then the mathematical triple (M,σ(Qp), α) is called
the p-adic (monoidal) W ∗-dynamical system. For convenience, we denote it simply
by Q(M,p). For a given p-adic W ∗-dynamical system Q(M,p), define the crossed
product algebra

Mp
def
= M ×α σ(Qp) (3.9)

by the von Neumann subalgebra of B(Hp) generated by M and α (σ(Qp)), satisfying
(3.8). The von Neumann subalgebra Mp of B(Hp) is called the p-adic dynamical
W ∗-algebra induced by the p-adic W ∗-dynamical system Q(M,p).

Note that all elements of the p-adic dynamical W ∗-algebra Mp = M ×α σ(Qp)
induced by the p-adic W ∗-dynamical system Q(M,p) have their expressions

∑

S∈σQp)

mSχS with mS ∈M,

where the sum
∑

means a finite or an infinite sum (under topology).
Define the support Supp(T ) of a fixed element T =

∑
S∈σ(Qp)mSχS ofMp by

Supp(T )
def
= {S ∈ α(Qp) : mS 6= 0M}. (3.10)

Now, let m1χS1
,m2χS2

∈Mp, with m1,m2 ∈M , and S1, S2 ∈ σ(Qp). Then

(m1χS1)(m2χS2) = m1χS1m2χS1χS2 = m1χS1m2χ
2
S1
χS2

= m1χS1m2χS1χS1χS2 ,

since χS = 1M ⊗ χS (in B(Hp)) are projections (χ2
S = χS = χ∗S) for all S ∈ σ(Qp),

= m1αS1
(m2)χS1

χS2

= m1αS1
(m2)χS1∩S2

.

For convenience, if there is no confusion, we denote αS(m) bymS for all S ∈ σ(Qp)
and m ∈M .

With help of the above notation, we have

(m1χS1)(m2χS2) = m1m
S1
2 χS1∩S2

for mkχSk
∈Mp, for k = 1, 2. More generally, one has that

N∏

j=1

(mjχSj
) = m1m

S1
2 mS1∩S2

3 . . .m
S1∩...∩SN−1

N χS1∩...∩SN

=

(
m1

N−1∏

j=2

m
S1∩...∩Sj

j

)(
χ N∩

j=1
Sj

) (3.11)
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for all N ∈ N. Also, we obtain that

(mχS)∗ = χSm
∗χSχS = (m∗)SχS (3.12)

for all mχS ∈ Mp, since χS = χS ⊗ 1M is a projection on Hp, with m ∈ M , and
S ∈ σ(Qp). So, let

Tk =
∑

Sk∈Supp(Tk)

mSk
χSk
∈Mp, k = 1, 2.

Then

T1T2 =
∑

(S1,S2)∈Supp(T1)×Supp(T2)

mS1
χS1

mS2
χS2

=
∑

(S1,S2)∈Supp(T1)×Supp(T2)

mS1
mS1

S2
χS1∩S2

,
(3.13)

by (3.11). Also, if T =
∑
S∈Supp(T )mSχS inMp, then

T ∗ =
∑

S∈Supp(T )

(m∗S)SχS , (3.14)

by (3.12).
By (3.13) and (3.14), one can have that if

Tk =
∑

Sk∈Supp(Tk)

mSk
χSk
∈Mp, k = 1, . . . , n,

for n ∈ N, then

T r11 T r22 . . . T rnn =

n∏

j=1


 ∑

Sj∈Supp(Tj)

[m
rj
Sj

]SjχSj




=
∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)




n∏

j=1

(
[m

rj
Sj

]SjχSj

)



=
∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)






n∏

j=1

(
[m

rj
Sj

]Sj

)(
⋂j−1

i=1 Si)


(
χ⋂n

j=1 Sj

)

 ,

(3.15)

for all (r1, . . . , rn) ∈ {1, ∗}n, where

[m
rj
Sj

]Sj
def
=

{
mSj

if rj = 1,

(m∗Sj
)Sj if rj = ∗ (3.16)

for j = 1, . . . , n.
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Lemma 3.9. Let Tk =
∑
Sk∈Supp(Tk)mSk

χSk
be elements of the p-adic semigroup

W ∗-algebraMp = M ×α σ(Qp) in B(Hp), for k = 1, . . . , n, for n ∈ N. Then

n∏

j=1

T
rj
j =

∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)






n∏

j=1

(
[m

rj
Sj

]Sj

)(
⋂j−1

i=1 Si)


(
χ⋂n

j=1 Sj

)

 (3.17)

for all r1, . . . , rn ∈ {1, ∗}, where [m
rj
Sj

]Sj are in the sense of (3.16).

Proof. The proof of (3.17) is by (3.15).

3.3. STRUCTURE THEOREM OF M ×α σ(Qp)

Let Mp = M ×α σ(Qp) be the p-adic dynamical W ∗-algebra induced by a p-adic
W ∗-dynamical system Q(M,p) = (M,σ(Qp), α). In this section, we consider a struc-
ture theorem for this crossed product von Neumann algebraMp.

First, define the usual tensor product W ∗-subalgebra

M0 = M ⊗C Mp of B(Hp),

where Mp = L∞(Qp, ρp) is the p-prime von Neumann algebra in the sense of Sec-
tion 3.1, and where ⊗C means the topological tensor product of topological operator
algebras over C. By definition, clearly,Mp is a W ∗-subalgebra ofM0 in B(Hp), i.e.,

Mp

W∗-subalgebra
⊆ M0.

Now, define the “conditional ” tensor product W ∗-algebra

Mp
0 = M ⊗α Mp,

by a W ∗-subalgebra ofM0 dictated by the following α-relation (3.18) and (3.19);

(m1 ⊗ χS1
)(m2 ⊗ χS2

) = (m1m
S1
2 )⊗ χS1

χS2
, (3.18)

and
(m⊗ χS)∗ = (m∗)S ⊗ χ∗S , (3.19)

for all m1,m2,m ∈M , and S1, S2, S ∈ σ(Qp).

Theorem 3.10. LetMp = M ×α σ(Qp) be the p-adic dynamical W ∗-algebra induced
by the p-adic W ∗-dynamical system Q(M,p), and let Mp

0 = M ⊗α Mp be the con-
ditional tensor product W ∗-algebra of M and the p-prime von Neumann algebra Mp

satisfying the α-relations (3.18) and (3.19). Then these von Neumann algebras Mp

andMp
0 are ∗-isomorphic in B(Hp), i.e.,

Mp = M ×α σ(Qp)
∗-iso
= M ⊗α Mp =Mp

0. (3.20)
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Proof. Define a morphism Φ :Mp →Mp
0 by

Φ


 ∑

S∈σ(Qp)

mSχS


 def

=
∑

S∈σ(Qp)

(mS ⊗ χS) (3.21)

for all
∑
S∈σ(Qp)mSχS ∈Mp.

By the very definition (3.22), Φ is a well-defined linear transformation, further-
more, it preserves the generators, and hence, it is bounded (or continuous) and injec-
tive.

Moreover, this linear morphism Φ satisfies that

Φ ((m1χS)(m2χS2)) = Φ
(
m1m

S1
2 χS1∩S2

)

= m1m
S1
2 ⊗ χS1∩S2 = m1m

S1
2 ⊗ χS1χS2

= (m1 ⊗ χS1)(m2 ⊗ χS2),

by (3.18),

= Φ (m1χS1
) Φ(m2χS2

)

for all m1,m2 ∈M , and S1, S2 ∈ σ(Qp). And it also satisfies that

Φ((mχS)∗) = Φ((m∗)SχS) = (m∗)S ⊗ χS
= (m∗)S ⊗ χ∗S = (m⊗ χS)

∗
= (Φ(mχS))

∗

for all m ∈M , and S ∈ σ(Qp). Therefore, for any T1, T2, T ∈Mp, we have

Φ(T1T2) = Φ(T1)Φ(T2)

and
Φ(T ∗) = (Φ(T ))∗.

So, the linear morphism Φ is a ∗-monomorphism. It shows thatMp is aW ∗-subalgebra
ofMp

0.
Now, consider the linear transformation Φ′ :Mp

0 →Mp by the morphism satisfy-
ing

Φ′ (m⊗ χS) = mχS for all m ∈M and S ∈ σ(Qp). (3.22)

It is bounded and injective by the very definition (3.22), and it satisfies:

Φ′ ((m1 ⊗ χS1
)(m2 ⊗ χS2

)) = Φ′
(
m1m

S1
2 ⊗ χS1∩S2

)

= m1m
S1
2 χS1∩S2 = (m1χS1)(m2χS2)

= Φ′(m1 ⊗ χS1)Φ′(m2 ⊗ χS2),
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and

Φ′
(
(m⊗ χS)

∗)
= Φ((m∗)S ⊗ χ∗S) = (m∗)SχS
= (mχS)∗ = Φ′(m⊗ χS)∗

for all m1,m2,m ∈M , and S1, S2, S ∈ σ(Qp). Thus, for all T ′1, T ′2, T ′ ∈Mp
0, we have

Φ′(T ′1T
′
2) = Φ′(T ′1)Φ′(T ′2)

and
Φ′((T ′)∗) = (Φ′(T ′))∗.

Therefore, this injective linear morphism Φ′ is a ∗-monomorphism. It shows thatMp
0

is a W ∗-subalgebra ofMp.
As a consequence, these two W ∗-subalgebras Mp and Mp

0 are ∗-isomorphic in
B(Hp).

The above characterization (3.20) shows that our p-adic dynamical W ∗-algebra
Mp = M ×α σ(Qp) is ∗-isomorphic to the conditional tensor product W ∗-algebra
Mp

0 = M ⊗α Mp.

4. FREE PROBABILITY ON p-ADIC DYNAMICAL W ∗-ALGEBRAS

Throughout this section, let us fix a prime p, and a p-adic W ∗-dynamical system
Q(M,p) = (M,σ(Qp), α). In this section, we are interested in free probability on the
p-adic dynamical W ∗-algebra

Mp = M ×α σ(Qp)

induced by Q(M,p).
By Section 3.3, the von Neumann subalgebraMp is ∗-isomorphic to the conditional

tensor product W ∗-algebraMp
0 = M ⊗αMp. So, throughout this section, we useMp

andMp
0 alternatively.

We will establish free probability onMp by putting certain additional conditions:
first, we assume that a fixed von Neumann algebra M is equipped with a well-defined
linear functional ψ on it, i.e., the pair (M,ψ) is aW ∗-probability space in the sense of
Voiculescu (see Section 4.1 below, or [17] and [19]). Moreover, assume that the linear
functional ψ is unital on M , in the sense that:

ψ(1M ) = 1,

for the identity element 1M of M .
By understandingMp asMp

0, we obtain a well-defined conditional expectation

Ep :Mp
0
∗-iso
= Mp →Mp, (4.1)

where
Mp

def
= M ⊗α C [{χS : S ∈ σ(Qp), S ⊆ Up}] ,
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where Up is the unit circle of the p-adic number field Qp, which is the boundary of
the unit disk Zp of Qp, satisfying that:

Ep(mχS) = Ep(m⊗ χS)
def
= mχS∩Up

for all m ∈M , and S ∈ σ(Qp).
Define now a morphism

Fp : Mp →Mp (4.2)

by a linear transformation satisfying that:

Fp (mχS) = m
(
rSχUp

)

for all mχS ∈Mp, where rS ∈ [0, 1] satisfies that:

∫

Qp

χSdρp = rS

∫

Qp

χUp
dρp = rS

(
1− 1

p

)
. (4.3)

Such a quantity rS exists for S ∩ Up, by (3.3) and (3.4). And then define a linear
functional

γ : Mp → C

by a linear functional onMp, satisfying that: for all m ∈M , and S ∈ σ(Qp),

γ
def
=

(
ψ ⊗

∫

Qp

• dρp
)
◦ Fp, (4.4)

i.e., a linear functional γ of (4.4) satisfies

γ (m⊗ χS)
def
= ψ(m)

∫

Qp

(
rSχUp

)
dρp = rSψ(m)

(
1− 1

p

)
,

where rS ∈ [0, 1] satisfies (4.3).
Remark that, in general, the tensor product ϕ1 ⊗ ϕ2 of two linear functionals ϕ1

and ϕ2 are “not” a linear functional, however, our linear functional γ of (4.2) is active
under the linear morphism Fp. And hence, it becomes a well-defined linear functional
(see Section 4.2 below).

And then define a linear functional

γp :Mp
∗-iso
= M0

p → C

by
γp = γ ◦ Ep, (4.5)
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where γ and Ep are in the sense of (4.4) and (4.1), respectively, i.e., for all m ∈ M ,
and S ∈ σ(Qp),

γp (mχS) = γ (Ep(mχS)) = γ
(
mχS∩Up

)

= ψ(m)

∫

Qp

(
rSχUp

)
dρp = rSψ(m)

(
1− 1

p

)

for some rS ∈ [0, 1], satisfying (4.3).
Then the pair (Mp, γp) is a W ∗-probability space in the sense of Section 4.1

(below). We consider the free distributional data of certain elements of (Mp, γp).

4.1. FREE PROBABILITY

For more about free probability theory, see [17] and [19]. In this section, we briefly
introduce Speicher ’s combinatorial free probability (e.g., [17]), which is the combi-
natorial characterization of the original Voiculescu’s analytic free probability (e.g.,
[19]). An important application for free probability theory can be found in [16]: the
isomorphism theorem for free group factors.

Let B ⊂ A be von Neumann algebras with 1B = 1A and assume that there exists
a conditional expectation EB : A→ B satisfying that:

(i) EB(b) = b for all b ∈ B,
(ii) EB(bab′) = bEB(a)b′ for all b, b′ ∈ B and a ∈ A,
(iii) EB is bounded (or continuous),
(iv) EB(a∗) = EB(a)∗ for all a ∈ A.

Then the pair (A,EB) is called a B-valued (amalgamated) W ∗-probability space
(with amalgamation over B).

For any fixed B-valued random variables a1, . . . , as in (A,EB), we can have the
B-valued free distributional data of them:

a) (i1, . . . , in)-th B-valued joint ∗-moments:

EB
(
b1a

r1
i1
b2a

r2
i2
. . . bna

rn
in

)
,

b) (j1, . . . , jm)-th B-valued joint ∗-cumulants:

kBm
(
b′1a

t1
j1
, b′2a

t2
j2
, . . . , b′ma

tm
jm

)
,

which provide the equivalent B-valued free distributional data of a1, . . . , as for
all (i1, . . . , in) ∈ {1, . . . , s}n, (j1, . . . , jm) ∈ {1, . . . , s}m, for all n,m ∈ N, where
b1, . . . , bn, b

′
1, . . . , b

′
m ∈ B are arbitrary and r1, . . . , rn, t1, . . . , tm ∈ {1, ∗}. By the

Möbius inversion, indeed, they provide the same, or equivalent, B-valued free distri-
butional data of a1, . . . , as, i.e., they satisfy

EB
(
b1a

r1
i1
. . . bna

rn
in

)
=

∑

π∈NC(n)

kBπ
(
b1a

r1
i1
, . . . , bna

rn
in

)
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and
kBm
(
b′1a

r1
j1
, . . . , b′ma

tm
jm

)
=

∑

θ∈NC(m)

EB:θ

(
b′1a

t1
j1
, . . . , b′ma

tm
jm

)
µ(θ, 1m),

where NC(k) is the lattice of all noncrossing partitions over {1, . . . , k} for
k ∈ N, and kBπ (. . .) and EB:θ(. . .) are the partition-depending cumulant and the
partition-depending moment, and where µ is the Möbius functional in the incidence
algebra I2.

Recall that, for k ∈ N, the partial ordering on NC(k) is defined as follows:

π ≤ θ def⇐⇒ for each block V in π there exists a block B in θ such that V ⊆ B.

Under such a partial ordering ≤, the set NC(k) is a lattice with its maximal element
1k = {(1, . . . , k)} and its minimal element 0k = {(1), (2), . . . , (k)}. The notation
(. . .) inside partitions {. . .} means the blocks of the partitions. For example, 1k is the
one-block partition and 0k is the k-block partition, for k ∈ N. Also, recall that the
incidence algebra I2 is the collection of all functionals

ξ :

∞⋃

k=1

(NC(k)×NC(k))→ C,

satisfying ξ(π, θ) = 0, whenever π > θ, with its usual function addition (+) and its
convolution (∗) defined by

ξ1 ∗ ξ2(π, θ)
def
=

∑

π≤σ≤θ
ξ1(π, σ)ξ2(σ, θ)

for all ξ1, ξ2 ∈ I2. Then this algebra I2 has the zeta functional ζ, defined by

ζ(π, θ)
def
=

{
1 if π ≤ θ,
0 otherwise.

The Möbius functional µ is the convolution-inverse of ζ in I2. So, it satisfies
∑

π∈NC(k)

µ(π, 1k) = 0 and µ(0k, 1k) = (−1)k−1ck−1 (4.6)

for all k ∈ N, where

cm
def
=

1

m+ 1

(
2m
m

)

is the m-th Catalan number, for all m ∈ N.
The amalgamated freeness is characterized by the amalgamated ∗-cumulants. Let

(A,EB) be given as above. TwoW ∗-subalgebras A1 and A2 of A, having their common
W ∗-subalgebra B in A, are free over B in (A,EB), if and only if all their “mixed”
∗-cumulants vanish. Two subsets X1 and X2 of A are free over B in (A,EB), if
vN(X1, B) and vN(X2, B) are free over B in (A,EB), where vN(S1, S2) means the
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von Neumann algebra generated by S1 and S2. In particular, two B-valued random
variable x1 and x2 are free over B in (A,EB), if {x1} and {x2} are free over B in
(A,EB).

Suppose two W ∗-subalgebras A1 and A2 of A, containing their common
W ∗-subalgebra B, are free over B in (A,EB). Then we can construct aW ∗-subalgebra
vN(A1, A2) = B[A1 ∪A2]

w
of A generated by A1 and A2. Such W ∗-subalgebra of A

is denoted by A1 ∗B A2. If there exists a family {Ai : i ∈ I} of W ∗-subalgebras of A,
containing their common W ∗-subalgebra B, satisfying A = ∗B i∈IAi, then we call A,
the B-valued free product algebra of {Ai : i ∈ I}.

Assume now that the W ∗-subalgebra B is ∗-isomorphic to C = C · 1A. Then the
conditional expectation EB becomes a linear functional on A. By ϕ, denote EB . Then,
for a1, . . . , an ∈ (A,ϕ),

kn(a1, . . . , an) =
∑

π∈NC(n)

ϕπ(a1, . . . , an)µ(π, 1n)

by the Möbius inversion

=
∑

π∈NC(n)

(∏

V ∈π
ϕV (a1, . . . , an)

)
µ(π, 1n),

since the images of ϕ are in C.
For example, if π = {(1, 3), (2), (4, 5)} in NC(5), then

ϕπ(a1, . . . , a5) = ϕ(a1ϕ(a2)a3)ϕ(a4a5) = ϕ(a1a3)ϕ(a2)ϕ(a4a5).

Remember here that, if ϕ is an arbitrary conditional expectation EB , and if B 6= C·1A,
then the above second equality does not hold in general. So, we have

kn(a1, . . . , an) =
∑

π∈NC(n)

(∏

V ∈π
ϕV (a1, . . . , an)µ(0|V |, 1|V |)

)
(4.7)

by the multiplicativity of µ.

4.2. FREE STRUCTURE OF (Mp, γp)

Let Mp = M ×α σ(Qp) be the p-adic dynamical W ∗-algebra in B(Hp), understood
also as its ∗-isomorphic von Neumann algebra,Mp

0 = M⊗αMp, the conditional tensor
productW ∗-algebra ofM and the p-prime von Neumann algebra Mp. Let γp = γ ◦Ep
be the linear functional in the sense of (4.5) onMp

0 =Mp, where γ is in the sense of
(4.4) and Ep is in the sense of (4.1), with (4.3), i.e., γp is a linear functional onMp,
satisfying that

γp(mχS) = γ (Ep(mχS)) = γ
(
m(rSχUp

)
)

= rSψ(m)

(
1− 1

p

)
,

for some rS ∈ [0, 1], satisfying (4.3), for all m ∈M and S ∈ σ(Qp).
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First, we will check indeed Ep and γ are well-defined conditional expectation and
linear functional, respectively.

Let us check Ep is indeed a well-defined conditional expectation from

Mp
∗-iso
= M ⊗α Mp =M0

p

onto
M
∗-iso
= M ⊗α

(
C
[
{χUp}

]) denote
= Mp.

Observe that the following properties hold.
(i) For all m(tχUp

) ∈Mp, with m ∈M , t ∈ C, one has that

Ep
(
m(tχUp

)
)

= Ep
(
(tm)χUp

)
= tmχUp

= m
(
tχUp

)
,

by (4.2) and hence, for all x ∈Mp, we have

Ep(x) = x.

(ii) For all m1χUp
,m2χUp

∈Mp, and for mχY ∈Mp, we have

Ep
((
m1χUp

)
(mχY )

(
m2χUp

))
= Ep

(
m1m

UpmUp∩Y χUp∩Y ∩Up

)

= Ep

((
m1m

Upm
Up∩Y
2

)
χY ∩Up

)

= m1m
Upm

Up∩Y
2

(
rY χUp

)

for some rY ∈ [0, 1] in R, satisfying (4.3),

=
(
m1χUp

) (
rYmχUp

) (
m2χUp

)

by α-relations
=
(
m1χUp

)
(Ep (mχY ))

(
m2χUp

)
,

and hence, under the linearity, one has that, if x1, x2 ∈Mp, and y ∈Mp, then

Ep (x1yx2) = x1Ep(y)x2.

(iii) By definition, Ep is bounded (or continuous).
So, by (i), (ii) and (iii), the morphism Ep of (4.1) is indeed a well-defined condi-

tional expectation fromMp onto Mp
∗-iso
= M .

Now, let us consider the linear functional γ : Mp → C of (4.4) is indeed a linear
functional on Mp. Let tjmjχUp

∈Mp, with mj ∈M , tj ∈ C for j = 1, 2. Then
(
t1m1χUp + t2m2χUp

)
= γ

(
(t1m1 + t2m2)χUp

)

= ψ(t1m1 + t2m2)

∫

Qp

χUpdρp

= t1ψ(m1)

(
1− 1

p

)
+ t2ψ(m2)

(
1− 1

p

)

= t1γ(m1χUp
) + t2γ(m2χUp

).
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Thus it is indeed a linear functional on Mp, furthermore, by definition, it is bounded.
Therefore, the morphism γp = γ ◦ Ep : Mp → C of (4.5) is a well-defined bounded
linear functional onMp

∗-iso
= M0

p.

Definition 4.1. The pair (Mp, γp) is called the p-adic dynamical W ∗-probability
space. Remark that our p-adic dynamical W ∗-probability spaces are defined by fixing
the unit circle Up of Qp.

The following lemma is obtained by the straightforward computations.

Lemma 4.2. Let mχS be a free random variable in the p-adic dynamical
W ∗-probability space (Mp, γp), with m ∈M , and S ∈ σ(Qp). Then

γp ((mχS)n) = rSψ
(
m(mS)n−1

)(
1− 1

p

)
(4.8)

for all n ∈ N, where rS ∈ [0, 1] satisfies (4.3).

Proof. By (3.16), if mχS ∈Mp, with m ∈M , and S ∈ σ(Qp), then

(mχS)n = mmSmS∩S . . .mS∩S∩...∩SχS∩...∩S = mmSmS . . .mSχS = m(mS)n−1χS

for all n ∈ N. Therefore, one can have that

γp ((mχS)n) = γp
(
m(mS)n−1χS

)
= ψ

(
m(mS)n−1

)
(∫

Q

rSχUpdρp

)
,

where rS ∈ [0, 1] satisfies (4.3),

= rSψ
(
m(mS)n−1

) (
ρp(χUp

)
)

= rSψ
(
m(mS)n−1

)(
1− 1

p

)

for all n ∈ N.

More general to (4.8), we obtain the following result.

Lemma 4.3. Let m1χS1
, . . . ,mnχSn

be free random variables in the p-adic dynamical
W ∗-probability space (Mp, γp), with mk ∈M,Sk ∈ σ(Qp) for k = 1, . . . , n and n ∈ N.
Then there exists r0 ∈ [0, 1], such that

γp

(
n∏

j=1

mjχSj

)
= r0

(
ψ

(
m1

N∏

j=2

m
⋂j−1

i=1 Si

j

))(
1− 1

p

)
. (4.9)

Proof. By (3.11), if mkχSk
∈ (Mp, γp) are given as above, for k = 1, . . . , n, then

n∏

j=1

(mjχSj ) = m1m
S1
2 mS1∩S2

3 . . .m
S1∩...∩Sn−1

N χS1∩...∩Sn

=

(
m1

n∏

j=2

m
⋂j−1

i=1 Si

j

)(
χ⋂n

j=1 Sj

)
,
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inMp for all n ∈ N. Thus,

γp




n∏

j=1

(mjχSj
)


 = γ




m1

n∏

j=2

m
⋂j−1

i=1 Si

j


(r0χUp

)



where r0 ∈ [0, 1] satisfies (4.3) for
⋂n
j=1 Sj ∈ σ(Qp), i.e.,

χ0

(
⋂n

j=1 Sj)∩Up
= r0χUp ,

under Ep, where χ0
Y are in the sense of (4.2), thus,

= r0


ψ


m1

n∏

j=2

m
⋂j−1

i=1 Si

j




(ρp

(
χUp

))
= r0


ψ


m1

n∏

j=2

m
⋂j−1

i=1 Si

j





(

1− 1

p

)
.

By (4.8) and (4.9), we obtain the following free distributional data of free random
variables of the p-adic dynamical W ∗-probability space (Mp, γp).

Theorem 4.4. Let (Mp, γp) be the p-adic dynamical W ∗-probability space, and let

Tk =
∑

Sk∈Supp(Tk)

mSk
χSk

, for k = 1, . . . , n,

be free random variables in (Mp, γp) for n ∈ N. Then

γp




n∏

j=1

T
rj
j




=
∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)

r(S1,...,Sn)


ψ




n∏

j=1

(
[m

rj
Sj

]Sj

)(
⋂j−1

i=1 Si)




(

1− 1

p

)
,

(4.10)

where [m
rj
Sj

]Sj are in the sense of (4.18), and r1, . . . , rn ∈ {1, ∗}, and where
r(S1,...,Sn) ∈ [0, 1] satisfy (4.3) for all (S1, . . . , Sn).

Proof. By (3.15), we have that

n∏

j=1

T
rj
j =

∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)






n∏

j=1

(
[m

rj
Sj

]Sj

)(
⋂j−1

i=1 Si)


(
χ⋂n

j=1
Sj

)

 ,

where [m
rj
Sj

]Sj are in the sense of (3.16), i.e.,

[m
rj
Sj

]Sj =

{
mSj

if rj = 1,

(m∗Sj
)Sj if rj = ∗
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for all j = 1, . . . , n. So,

γp




n∏

j=1

T
rj
j


 = γp (T r11 T r22 . . . T rnn )

= γp




∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)






n∏

j=1

(
[m

rj
Sj

]Sj

)(
⋂j−1

i=1 Si)


(
χ⋂n

j=1 Sj

)






=
∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)


γp






n∏

j=1

(
[m

rj
Sj

]Sj

)(
⋂j−1

i=1 Si)


(
χ⋂n

j=1 Sj

)





=
∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)




r(S1,...,Sn)ψ




n∏

j=1

(
[m

rj
Sj

]Sj

)(
⋂j−1

i=1 Si)



 (ρp (Up))




by (4.9), where r(S1,...,Sn) ∈ [0, 1] satisfy (4.3).

Thanks to (4.10), we obtain the following corollary.

Corollary 4.5. Let T =
∑

S∈Supp(T )

mSχS be a free random variable in (Mp, γp). Then

γp(T
n) =

∑

(S1,...,Sn)∈Supp(T )n

(
r(S1,...,Sn)

(
ψ

(
n∏

j=1

(mSj )(
⋂j−1

i=1 Si)

))(
1− 1

p

))
,

(4.11)

γp((T
∗)n) =

∑

(S1,...,Sn)∈Supp(T )n

(
r(S1,...,Sn)

(
ψ
( n∏

j=1

((m∗Sj
)Sj )(

⋂j−1
i=1 Si)

))(
1− 1

p

))
,

(4.12)

γp

( n∏

j=1

T rj
)

=
∑

(S1,...,Sn)∈Supp(T )n

(
r(S1,...,Sn)

(
ψ
( n∏

j=1

([m
rj
Sj

]Sj )(
⋂j−1

i=1 Si)
))(

1− 1

p

))
,

(4.13)

where Y n means the Cartesian product Y × . . .× Y of n-copies of an arbitrary set Y
for all n ∈ N and r1, . . . , rn ∈ {1, ∗}.

Let us now consider certain specific cases.

Definition 4.6. Let M be a von Neumann subalgebra of B(H), and assume Γ is an
algebraic object (a semigroup, or a monoid, or a group, or a groupoid, etc.), acting on
M via an action β. Also, suppose that there exists a well-defined linear functional ψ on
M , inducing a W ∗-probability space (M,ψ) in B(H). We say that ψ is β-invariant, if
ψ (β(g)(m)) = ψ(m) for all m ∈M and g ∈ Γ.
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Assume now that our linear functional ψ on M is α-invariant for the monoidal
action α of σ(Qp), i.e., assume that ψ

(
mS
)

= ψ(m) for all m ∈M and S ∈ σ(Qp).

Corollary 4.7. Let Tk =
∑
Sk∈Supp(Tk)mSk

χSk
be free random variables in the p-adic

dynamical W ∗-probability space (Mp, γp), for k = 1, . . . , n, for n ∈ N. Assume that
the linear functional ψ on M is α-invariant. Then

γp




n∏

j=1

T
rj
j


 =

∑

(S1,...,Sn)∈
n
Π

j=1
Supp(Tj)


r(S1,...,Sn)


ψ




n∏

j=1

(
m
rj
Sj

)




(

1− 1

p

)
 ,

(4.14)
and hence, if T =

∑
S∈Supp(Tk)mSχS ∈ (Mp, γp), then

γp (Tn) =
∑

(S1,...,Sn)∈Supp(T )n

(
r(S1,...,Sn)

(
ψ

( n∏

j=1

(
mSj

))
)(

1− 1

p

))
, (4.15)

γp ((T ∗)n) =
∑

(S1,...,Sn)∈Supp(T )n

(
r(S1,...,Sn)

(
ψ

( n∏

j=1

(
m∗Sj

)))(
1− 1

p

))
, (4.16)

γp

( n∏

j=1

T rj
)

=
∑

(S1,...,Sn)∈Supp(T )n

(
r(S1,...,Sn)

(
ψ

( n∏

j=1

(
m
rj
Sj

)))(
1− 1

p

))
(4.17)

for all n ∈ N and r1, . . . , rn ∈ {1, ∗}, where r(S1,...,Sn) satisfy (4.3).

Proof. Clearly, the formula (4.14) is by (4.10), and the formulae (4.15), (4.16) and
(4.17) are proven by (4.11), (4.12) and (4.13), respectively, under the α-invariance
of ψ.

Now, let us go back to the general case without α-invariance of ψ. Let (Mp, γp)
be the p-adic dynamical W ∗-probability space, and let m1χS1

, . . . ,mnχSn
be free

random variables in it, for n ∈ N, where m1, . . . ,mn ∈ M , and S1, . . . , Sn ∈ σ(Qp).
Then, we have

γp




n∏

j=1

(
mjχSj

)rj

 = γp




n∏

j=1

[m
rj
j ]Sjχ⋂n

j=1 Sj




by (4.10)
= r0


ψ




n∏

j=1

(
[m

rj
j ]Sj

)⋂n−1
j=1 Sj





(

1− 1

p

)
,

(4.18)
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where [m
rj
j ]Sj are in the sense of (3.16), and r0 ∈ [0, 1] satisfies (4.3). So, one can

obtain that

kn ((m1χS1
)
r1 , . . . , (mnχSn

)rn)

=
∑

π∈NC(n)

(γp)π
(
[mr1

1 ]S1χS1
, . . . , [mrn

n ]SnχSn

)
µ(π, 1n)

=
∑

π∈NC(n)

(∏

V ∈π
(γp)V

(
[mr1

1 ]S1χS1
, . . . , [mrn

n ]SnχSn

)
µ
(
0|V |, 1|V |

)
)

(by the Möbius inversion (see Section 4.1))

=
∑

π∈NC(n)


 ∏

V=(i1,...,ik)∈π
γp

(
[m

ri1
i1

]Si1χSi1
· · · [mrik

ik
]SikχSik

)
µ (0k, 1k)




by (4.18)
=

∑

π∈NC(n)

( ∏

V=(i1,...,ik)∈π

(
rV

(
ψ

( k∏

t=1

(
[m

rit
it

]Sit

)⋂k−1
t=1 Sit

))(
1− 1

p

))
µ(0k, 1k)

)
,

(4.19)

where rV ∈ [0, 1] satisfy (4.3).
By (4.19), we obtain the following inner free structure of the p-adic dynamical

W ∗-algebraMp, with respect to γp.

Theorem 4.8. Let m1χS, and m2χS be free random variables in the p-adic dynamical
W ∗-probability space (Mp, γp), with m1,m2 ∈M , and S ∈ σ(Qp)\{∅}. Also, assume
that S is not a measure-zero element in σ(Qp). Then {m1,m

S
1 } and {m2,m

S
2 } are

free in the W ∗-probability space (M,ψ), if and only if m1χS and m2χS are free in
(Mp, γp).

Proof. Assume that S is not of measure-zero.
(⇒) Assume that {m1,m

S
1 } and {m2,m

S
2 } are free in (M,ψ), i.e., the

W ∗-subalgebrasM1 andM2 generated by them, respectively, are free in (M,ψ). Then,
by definition, all mixed free ∗-cumulants of them (with respect to the linear functional
ψ) vanish (see Section 4.1), i.e.,

kψn
(
ur1i1 , . . . , u

rn
in

)
= 0 in C

for all n ∈ N \ {1}, where (ui1 , . . . , uin) ∈ {m1,m2,m
S
1 ,m

S
2 } is “mixed”, and

(i1, . . . , in) ∈ {1, 2}n, and (r1, . . . , rn) ∈ {1, ∗}n. Here, kψn means the free cumulant
with respect to ψ.

Consider now the mixed free ∗-cumulants of m1χS and m2χS in (Mp, γp) for a
fixed S ∈ σ(Qp). By (4.19),

kn ((mi1χS)r1 , . . . , (minχS)rn)

=
∑

π∈NC(n)

( ∏

V=(j1,...,jn)∈π

(
rV

(
ψ
( k∏

t=1

(
[m

rjt
jt

]Sit

)⋂k−1
t=1 Sjt

))(
1− 1

p

))
µ(0k, 1k)

)
,
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where rV ∈ [0, 1] satisfy (4.3), and where all Sjt are identical to S, and hence,

=
∑

π∈NC(n)


 ∏

V=(j1,...,jn)∈π

(
rV

(
ψ

(
k∏

t=1

(
[m

rjt
jt

]S
)S
))(

1− 1

p

))
µ (0k, 1k)




= rS

(
1− 1

p

) ∑

π∈NC(n)


 ∏

V=(j1,...,jn)∈π

(
ψ

(
k∏

t=1

(
[m

rjt
jt

]S
)S
))

µ (0k, 1k)


 ,

since all quantities rV are identical in [0, 1], say rS , then

= rS

(
1− 1

p

)(
kψn (ur1i1 , . . . , u

rn
in

)
)

= rS

(
1− 1

p

)
· 0 = 0

for all n ∈ N \ {1}, where (ui1 , . . . , uin) ∈ {m1,m
S
1 ,m2,m

S
2 } is a mixed n-tuple. It

shows that two free random variables m1χS and m2χS are free in (Mp, γp), whenever
m1 and m2 are free in (M,ψ).

(⇐) Assume now that two free random variables m1χS and m2χS are free in
(Mp, γp), i.e., all their mixed free ∗-cumulants vanish, i.e.,

kn ((mi1χS)r1 , . . . , (minχS)rn)

= rS

(
1− 1

p

)

·
∑

π∈NC(n)


 ∏

V=(j1,...,jn)∈π

(
ψ

(
k∏

t=1

(
[m

rjt
jt

]S
)S
))

µ (0k, 1k)


 = 0

(4.20)

for all n ∈ N, where (i1, . . . , in) ∈ {1, 2}n, and (r1, . . . , rn) ∈ {1, ∗}n, and where rS
satisfies (4.3). Here, we need to notice that each block V induces rV ∈ [0, 1] satisfying
(4.3), but they are identical to rS , because S is uniquely fixed now.

The formula (4.20) is identical to

rS

(
1− 1

p

)(
kψn (ur1i1 , . . . , u

rn
in

)
)

for the mixed n-tuple (ui1 , . . . , uin) of {m1,m
S
1 } ∪ {m2,m

S
2 }. Since S is assumed not

to be of measure-zero, to satisfy

rS

(
1− 1

p

)(
kψn (ur1i1 , . . . , u

rn
in

)
)

= 0,

as in (4.20), one must have
kψn (ur1i1 , . . . , u

rn
in

) = 0

for all mixed n-tuple (ui1 , . . . , uin). Equivalently, {m1,m
S
1 } and {m2,m

S
2 } are free

in (M,ψ).
It shows that if two free random variables m1χS and m2χS are free in (Mp, γp),

then m1 and m2 are free in (M,ψ), whenever S is not of measure-zero.
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The above theorem shows that, the freeness of (M,ψ) acts like a kind of
free-filterizations for the inner freeness of (Mp, γp).

Corollary 4.9. Let M1 and M2 be W ∗-subalgebras of M in B(H). Assume that
S ∈ σ(Qp) and S is not of measure-zero in σ(Qp). Then

{M1, αS(M1)} and {M2, αS(M2)} are free in (M,ψ) if and only if
M1 ⊗α C [{χS}] and M2 ⊗α C [{χS}] are free in (Mp, γp).

(4.21)

It is not difficult to check that if S ∩ Up = ∅, then the families

{mχS : m ∈M} and {mχY : m ∈M,Y ⊆ Up in σ(Qp)}

are free in (Mp, γp). Indeed, let m1χS and m2χUp ∈ Mp, with m1,m2 ∈ M , and
S ∈ σ(Qp). Assume that S ∩ Up is empty. Since S ∩ Up = ∅, all mixed cumulants
of m1χS and m2χUp

have rV = 0, for some V ∈ π in (4.19), for all π ∈ NC(n).
Therefore, one obtains the following inner freeness condition of (Mp, γp).

Proposition 4.10. Let S ∈ σ(Qp) such that S ∩ Up = ∅. Then the subsets

{mχS : m ∈M} and {mχY : m ∈M,Y ⊆ Up in σ(Qp)}

are free in (Mp, γp).

Proof. The proof is done by the discussion of the very above paragraph.

Motivated by the above proposition, we obtain the following general result.

Theorem 4.11. Let S1, S2 ∈ σ(Qp) be such that S1 6= S2.

If S1 ∩ S2 = ∅, then the subsets {mχS1
: m ∈M} and {aχS2

: a ∈M}
are free in (Mp, γp).

(4.22)

Proof. The proof is a little modification of the proof of the above proposition. Indeed,
we can check that

S1 ∩ S2 = ∅ =⇒ (S1 ∩ Up) ∩ (S1 ∩ Up) = ∅.

So, we can apply the above proposition.

4.3. p-ADIC DYNAMICAL W ∗-PROBABILITY SPACES

In this section, we extend the results we obtained in Section 4.2. Remark that, in
Section 4.2, we fix an element χUp of Mp to construct

Mp = M ⊗α C
[
{χUp

}
] ∗-iso

= M,

i.e., we needed to define a suitable conditional expectation Ep of (4.1) fromMp onto
M = Mp, satisfying

Ep (mχS) = m
(
rχUp

)
,
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for r ∈ [0, 1] satisfying (4.3). In such a case, the linear functional γp = γ ◦Ep of (4.4)
onMp is well-determined by the well-defined linear functional γ of (4.2) on Mp.

One may do the same process by fixing pkUp instead of fixing Up, for k ∈ Z. Recall
that pkUp are the boundaries pkZp \ pk+1Zp of pkZp, for all k ∈ Z, i.e., for a fixed
k ∈ Z, define

Mp:k
def
= M ⊗α C

[
{χpkUp

}
] ∗-iso

= M, (4.23)

(i.e., Mp of Section 4.2 is identical to Mp:0 under (4.23)), and construct a conditional
expectation

Ep:k :Mp =M0
p →Mp:k

by a linear morphism satisfying that

Ep:k (mχS) = mχ0
S∩pkUp

, (4.24)

with
χ0
S∩pkUp

= rχpkUp
,

where r ∈ [0, 1] satisfying
∫

Qp

χ0
S∩pkUp

dρp = r

∫

Qp

χpkUp
dρp = r

(
1

pk
− 1

pk+1

)
. (4.25)

The quantities r of (4.24), satisfying (4.25), have to be chosen in the interval [0, 1]
of R, since

ρp
(
S ∩ pkUp

)
≤ ρp

(
pkUp

)
,

in general, for fixed k ∈ Z.
Then, similar to Section 4.2, Ep:k is a well-defined conditional expectation from

Mp onto Mp:k = M .
And then, for the fixed k ∈ Z, define a linear functional

γk : Mp:k → C

by a linear morphism satisfying

γk
(
mχpkUp

) def
= ψ(m)

∫
Qp

(
χpkUp

)
dρp = ψ(m)

(
1
pk
− 1

pk+1

)
. (4.26)

Then one has a well-defined linear functional

γp:k :Mp → C

defined by
γp:k

def
= γk ◦ Ep:k for all k ∈ Z. (4.27)

Note that our linear functional γp in the sense of (4.5) is identified with γp:0
of (4.27).



474 Ilwoo Cho

Observation 4.12. Let us replace Mp = Mp:0 of Section 4.2 to Mp:k, for k ∈ Z.
Then the formulae (4.8) through (4.20) can be re-obtained by replacing factors
(1− 1

p ) to ( 1
pk
− 1

pk+1 ). So, the freeness conditions (4.21) and (4.22) are same under
(Mp, γp:k)-settings. For instance, if mjχSj

∈ (Mp, γp:k), for j = 1, . . . , n, for n ∈ N,
then

γp:k




n∏

j=1

mjχSj


 = r0


ψ


m1

N∏

j=2

m
⋂j−1

i=1 Si

j





(

1

pk
− 1

pk+1

)

for some r0 ∈ [0, 1] satisfying (4.25) (see (4.9)).

The first main result of this section, Observation 4.12, shows that one can have
systems of W ∗-probability spaces

{(Mp, γp:k)}k∈Z ,

sharing similar free probability with (Mp, γp = γp:0) of Section 4.2.
Moreover, one can consider the following. By taking pairwise distinct k1, . . . , kn

in Z, for n ∈ N, define a ρp-measurable subset

Uk1,...,kn
def
=

n⋃

i=1

(
pkiUp

)
=

n⊔

i=1

(
pkiUp

)

in σ(Qp). Define now a subalgebra Mp:k1,...,kn of the p-adic dynamical W ∗-algebra
Mp by

Mp:k1,...,kn = M ⊕ C
[
{χY : Y = pkjUp ∈ Uk1,...,kn}

] ∗-iso
= M⊕n.

Define a conditional expectation

Ep:k1,...,kn :Mp =M0
p →Mp:k1,...,kn = M⊕n

by a linear morphism satisfying that

Ep:k1,...,kn (mχS) = m




n∑

j=1

rjχpjUp


 (4.28)

for all m ∈ M , S ∈ σ(Qp), where rj ∈ [0, 1] satisfy (3.3) and (3.4) (as in (4.3) and
(4.25)) for j = 1, . . . , n, where

∫

Qp

χS∩Uk1,...,kn
dρp =

∫

Qp




n∑

j=1

rjχpjUp


 dρp, (4.29)

as in (3.5).
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By (4.24) with (4.25), and (4.28) with (4.29), one can re-define the conditional
expectation Ep:k1,...,kn by the morphism fromMp onto M⊕n = Mp:k1,...,kn by

Ep:k1,...,kn
def
=

n⊕

j=1

Ep:kj , (4.30)

where Ep:kj are in the sense of (4.24), for all j = 1, . . . , n.
Similarly, define now a linear functional

γk1,...,kn : Mp:k1,...,kn = M⊕n → C

by

γk1,...,kn
def
=

n∑

j=1

γkj , (4.31)

where γkj are in the sense of (4.26). By the bounded linearity of γkj , the morphism
γk1,...,kn is again bounded linear on Mp:k1,...,kn .

Thus, by (4.30) and (4.31), we can define a linear functional γp:k1,...,kn onMp =
M0

p by

γp:k1,...,kn
def
= γk1,...,kn ◦ Ep:k1,...,kn :Mp → C. (4.32)

So, we obtain a well-defined W ∗-probability space (Mp, γp:k1,...,kn:). More gener-
ally, we have a system of W ∗-probability spaces,

∞⋃

n=1

{(Mp, γp:k1,...,kn) : (k1, . . . , kn) ∈ Zn} , (4.33)

generalizing the system {(Mp, γp:k)}k∈Z.
Remark that, since

Ep:k1,...,kn =
n⊕

j=1

Ep:kj (the direct sum of morphisms),

we have

γp:k1,...,kn
def
= γk1,...,kn ◦ Ep:k1,...,kn

= (γk1,...,kn) ◦




n⊕

j=1

Ep:kj


 =

n∑

j=1

γkj ◦ Ep:kj =
n∑

j=1

γp:kj ,

i.e., we obtain

γp:k1,...,kn =
n∑

j=1

γp:kj (4.34)

for all (k1, . . . , kn) ∈ Zn and n ∈ N.
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Observation 4.13. By the construction (4.34) of (Mp, γp:k1,...,kn) the formulae (4.8)
through (4.20) of Section 4.2 can be extendable to similar corresponding results under
the (Mp, γp:k1,...,kn)-settings for all (k1, . . . , kn) ∈ Zn and all n ∈ N. For example, if
mjχSj

∈ (Mp, γp:k1,...,kn) for j = 1, . . . , l and l ∈ N, then the formula (4.9) can be
extendable to the following

γp:k1,...,kn




l∏

j=1

mjχSj


 =

n∑

j=1

γp:kj




l∏

j=1

mjχSj




=

n∑

j=1

rj


ψ


m1

N∏

j=2

m
⋂j−1

i=1 Si

j





(

1

pkj
− 1

pkj+1

)
,

where rj ∈ [0, 1] satisfy (4.25). Furthermore, the freeness conditions (4.21) and (4.22)
can be extendable to the similar results under (Mp, γp:k1,...,kn)-settings, by [19].

The above second main result of this section, Observation 4.13, shows that we can
naturally extend our (Mp, γp:k) -settings (extended from the (Mp, γp = γp:0)-setting)
to (Mp, γp:k1,...,kn) -settings. By (3.2), whenever one takes an element S of σ(Qp),
the corresponding element χS has its identically-distributed element

∑N
j=1 rjχpkjUp

,
by (3.3) and (3.4). Thus, one may obtain full free-distributional data for mχS ∈Mp

as a free random variable of (Mp, γp:k1,...,kn) for (k1, . . . , kn) ∈ Zn and all n ∈ N.

4.4. FREE DISTRIBUTIONAL DATA OF CERTAIN OPERATORS IN (Mp, γp:k)

In this section, we concentrate on certain elements of a p-adic dynamical W ∗-algebra
Mp = ×ασ(Qp), and study their free distributional data by understanding them as
free random variables in (M, γp:k), for some k ∈ Z.

For convenience, for all k ∈ Z, we denote pkUp simply by Up:k.
We obtain the following proposition.

Proposition 4.14. Let T = mχUp:k
∈ (Mp, γp:k) be a free random variable with

m ∈M,k ∈ Z. Then

γp(T
n) =

(
1

pk
− 1

pk+1

)(
ψ
(
m
(
mUp:k

)n−1
))

, (4.35)

γp(T
∗ n) =

(
1

pk
− 1

pk+1

)(
ψ
(

(m∗)Up:k
(
(m∗)Up:k

)n−1
))

, (4.36)

and

γp(T
r1 . . . T rn) =

(
1

pk
− 1

pk+1

)
ψ




N∏

j=1

[mrj ]Up:k




 (4.37)

for all n ∈ N, where (r1, . . . , rn) ∈ {1, ∗}n in (4.40), and [mrj ]Up:k are in the sense
of (3.16).
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Proof. By (4.15), if T = mχUp:k
in (Mp, γp), then

γp (Tn) =
(
ψ
(
m(mUp:k)n−1

))
(ρp (Up:k)) =

(
ψ
(
m(mUp:k)n−1

))( 1

pk
− 1

pk+1

)
,

by Observation 4.12. Thus, we obtain (4.35).
Similarly, by (4.16), one can have that

γp ((T ∗)n) =
(
ψ
(

(m∗)Up:k
(
(m∗)Up:k

)Up:k
)n−1

))
(ρp (Up:k))

=
(
ψ
(

(m∗)Up:k
(
(m∗)Up:k

)Up:k
)n−1

))( 1

pk
− 1

pk+1

)
,

by Observation 4.12. So, we can get (4.36).
Also, by (3.14), we have that

γp(T
r1 . . . T rn) =


ψ




n∏

j=1

[mrj ]Up:k




 (ρp (Up:k))

=


ψ




n∏

j=1

[mrj ]Up:k





(

1

pk
− 1

pk+1

)
,

by Observation 4.12, where [mrj ]Up:k are in the sense of (4.18). Therefore, one can
get (4.37).

Recall that if χS be an element of the p-prime von Neumann algebra Mp, for
S ∈ σ(Qp), then there exist N ∈ N ∪ {∞}, kj ∈ Z, and 0 ≤ rj ≤ 1 in R, for
j = 1, . . . , N , such that

ρp(S) =

∫

Qp

χSdρp =
N∑

j=1

rj

(
1

pkj
− 1

pkj+1

)
. (4.38)

By (4.35), (4.36), (4.37) and (4.38), we obtain the following theorem.

Theorem 4.15. Let T = mχS ∈Mp, with m ∈M , and S ∈ σ(Qp). Assume further
that there exist N ∈ N, kj ∈ Z, and 0 ≤ wj ≤ 1 in R for j = 1, . . . , N , satisfying
(4.38). Then, by understanding T as a free random variable of (Mp, γp:k1,...,kN ), we
have

γp:k1,...,kN (T r1 . . . T rn) =

(
ψ

(
n∏

t=1

[mrt ]S

))


N∑

j=1

wj

(
1

pkj
− 1

pkj+1

)
 (4.39)

for (r1, . . . , rn) ∈ {1, ∗}n and all n ∈ N.
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Proof. Since one has

ρp(χS) =
N∑

j=1

rjρp(χUp:kj
) =

N∑

j=1

rj

(
1

pkj
− 1

pkj+1

)
, (4.40)

we have that

γp:k1,...,kN (T r1 . . . T rn) =


ψ




n∏

j=1

[mrj ]S




 (ρp(S))

=


ψ




n∏

j=1

[mrj ]S








N∑

j=1

rj

(
1

pkj
− 1

pkj+1

)
 ,

by (4.36) and (4.40).

5. AMALGAMATED FREE PROBABILITY ONMp OVER C ⊕n

In this final section, we study amalgamated free probability on the p-adic dynamical
W ∗-algebra

Mp = M ×α σ(Qp)
∗-iso
= M ⊗α Mp =M0

p

with amalgamation over M⊕n (for some n ∈ N), in terms of a certain conditional
expectation E(k1,...,kn),

E(k1,...,kn) :Mp → C⊕n

for all (k1, . . . , kn) ∈ Zn and all n ∈ N, defined by

E(k1,...,kn)
def
=

n⊕

j=1

γp:kj (5.1)

where γp:k are linear functionals in the sense of (4.26) for all k ∈ Z.

Remark 5.1. Remark the difference between the conditional expectation E(k1,...,kn)

of (5.1), and Ep:k1,...,kn of (4.30). Indeed, the conditional expectations Ep:k1,...,kn of
(4.30) are fromMp onto

M⊕n
∗-iso
=

n⊕

j=1

(
M ⊗α C

[
{χpkjUp

}
])
,

not onto C⊕n. We are considering different free-probabilistic structures here compared
with those in Section 4.4.
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Since each summand γp:kj of E(k1,...,kn) is a well-defined linear functionals onMp,
the morphism E(k1,...,kn) becomes a well-defined conditional expectation from Mp

onto C⊕n (e.g., see [10]), i.e., for any (t1, . . . , tn) ∈ C⊕n,

E(k1,...,kn) ((t1, . . . , tn)) =




n⊕

j=1

γp:kj


 ((t1, . . . , tn))

= (γp:k1(t1), . . . , γp:kn(tn)) = (t1, . . . , tn) ,

(5.2)

and hence, for any v ∈ C⊕n, E(k1,...,kn)(v) = v. Moreover for any (tj1, . . . , tjn) ∈ C
⊕
n,

for k = 1, 2 and all mχS ∈Mp,

E(k1,...,kn) ((t11, . . . , t1n) (mχS) (t21, . . . , t2n))

=




n⊕

j=1

γp:kj






n⊕

j=1

(t1j(mχS)t2j)




=
n⊕

j=1

(
γp:kj (t1j(mχS)t2j)

)

=
n⊕

j=1

t1jrjψ(m)

(
1

pkj
− 1

pkj+1

)
t2j

=
n⊕

j=1

t1j
(
γp:kj (mχS)

)
t2j

= ((t11, . . . , t1n))



( n⊕

j=1

γp:kj

)
(mχS)


 ((t21, . . . , t2n))

= (t11, . . . , t1n)
(
E(k1,...,kn)(mχS)

)
((t21, . . . , t2n)) ,

(5.3)

where rj ∈ [0, 1] satisfies (4.25). Thus, for any x ∈ Mp, and v1, v2 ∈ C
⊕
n, one has

that

E(k1,...,kn) (v1xv2) = v1

(
E(k1,...,kn)(x)

)
v2.

Also, one can get that

(mχS)∗ = (m∗)SχS , for any mχS ∈Mp, (5.4)
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so

E(k1,...,kn) ((mχS)∗) =




n⊕

j=1

γp:kj


((m∗)SχS

)

=
n⊕

j=1

γp:kj
(
(m∗)SχS

)
=

n⊕

j=1

(
γp:kj (mχS)

)∗

=




n⊕

j=1

γp:kj (mχS)



∗

=
(
E(k1,...,kn)(mχS)

)∗
,

and hence, for any x ∈Mp, we obtain

E(k1,...,kn)(x
∗) =

(
E(k1,...,kn)(x)

)∗
.

Proposition 5.2. The pairs (Mp, E(k1,...,kn)) are well-defined C⊕n-valued
W ∗-probability space in the sense of Section 4.1 for all (k1, . . . , kn) ∈ Zn and all
n ∈ N.

Proof. By (5.2), (5.3) and (5.4), the morphisms E(k1,...,kn) of (5.1) are well-defined
algebraic conditional expectations, moreover, by the boundedness of linear functionals
{γp:k}k∈Z on Mp, they become bounded (or continuous) conditional expectations,
for all (k1, . . . , kn) ∈ Zn, for all n ∈ N. Therefore, the pairs (Mp, E(k1,...,kn)) form
C⊕n-valued W ∗-probability spaces in the sense of Section 4.1.

Now, fix n ∈ N, and (k1, . . . , kn) ∈ Zn. Let mχS ∈ Mp, as a C⊕n-valued free
random variable in (Mp, E(k1,...,kn)), with m ∈ (M,ψ) and S ∈ σ(Qp). Then one can
get that

E(k1,...,kn) (mχS) =




n⊕

j=1

γp:kj


 (mχS)

=

n⊕

j=1

(
γp:kj (mχS)

)
=

n⊕

j=1

(
rjψ(m)

(
1

pkj
− 1

pkj+1

)) (5.5)

where rj ∈ [0, 1] satisfy (4.25).
If we denote the quantities 1

pk
− 1

pk+1 by

θp:k, for all primes p and k ∈ Z, (5.6)

then the formula (5.5) can be re-written by

E(k1,...,kn) (mχS) = ψ(m) (r1θp:k1 , . . . , rnθp:kn) , (5.7)

as a form of vectors in C⊕n, with rj ∈ [0, 1] satisfying (4.25), where θp:kj are in the
sense of (5.6).
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Now, let mjχj ∈ (Mp, E(k1,...,kn)) and j = 1, . . . , s for s ∈ N, with mj ∈ (M,ψ),
and Sj ∈ σ(Qp). Then, for any (i1, . . . , il) ∈ {1, . . . , s}l, one has

E(k1,...,kn)

(
mi1χSi1

. . .milχSil

)

= E(k1,...,kn)

((
mi1m

Si1
i2
m
Si1
∩Si2

i3
. . .m

Si1
∩...∩Sil−1

il

)
χSi1

∩...∩Sil

)

= ψ
(
mi1m

Si1
i2

. . .m
Si1
∩...∩Sil−1

il

)
(r1θp:k1 , . . . , rnθp:kn) ,

(5.8)

where r1, . . . , rn are in [0, 1] satisfying

ρp

(
l⋂

i=1

Sii

)
=

n∑

j=1

rjθp:kj , (5.9)

by (5.5) and (5.7). Recall that if the intersection of
⋂l
i=1 Sii and p

kjUp are empty for
some j ∈ {1, . . . , n}, then rkj = 0 in (5.8).

The following lemma is nothing but the re-written format of (5.8).

Lemma 5.3. Let mjχSj
∈ (Mp, E(k1,...,kn)) with mj ∈ (M,ψ) and Sj ∈ σ(Qp) for

j = 1, . . . , s and s ∈ N. Then, for any (j1, . . . , jl) ∈ {1, . . . , s}l and l ∈ N, one has

E(k1,...,kn)

(
l∏

i=1

mjiχSji

)

= ψ

(
mj1

(
l∏

i=1

m
⋂i

u=1 Sju

ji+1

))(
r

(j1,...,jl)
1 θp:k1 , . . . , r

(j1,...,jl)
n θp:kn

)
,

(5.10)

where r(j1,...,jl)
1 , . . . , r

(j1,...,jl)
n satisfy (5.9).

Under the same settings with the very above lemma, denote elements

mj1

(
l∏

i=1

m
⋂i

u=1 Sju

ji+1

)

of (M,ψ) by m(j1,...,jl). Then, the formula (5.10) can be re-written by

E(k1,...,kn)

(
l∏

i=1

mjiχSji

)
= ψ

(
m(j1,...,jl)

) (
r

(j1,...,jl)
1 θp:k1 , . . . , r

(j1,...,jl)
n θp:kn

)
(5.11)

for all (j1, . . . , jl) ∈ {1, . . . , s}l and l ∈ N.
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By (5.10) and (5.11), we can obtain the following C⊕n-valued freeness condition
onMp.

Theorem 5.4. Let mjχSj ∈ Mp with mj ∈ (M,ψ) and Sj ∈ σ(Qp) for j = 1, 2.
Then, m1χS1 and m2χS2 are free in (Mp, γp:kj ) for all j = 1, . . . , n, if and only if
they are C⊕n-valued free in (Mp, E(k1,...,kn)).

Proof. (⇒) Assume that m1χS1
and m2χS2

are free in (Mp, γp:kj ), i.e., all mixed free
cumulants of them vanish for γp:kj for all j = 1, . . . , n. By (5.11) (also, generally by
[10]), we obtain that, for Ti = miχSi

(i = 1, 2),

k
(k1,...,kn)
l (Ti1 , . . . , Til) =

(
k

(k1)
l (Ti1 , . . . , Til), . . . , k

(kn)
l (Ti1 , . . . , Til)

)
,

in C⊕n for all (i1, . . . , il) ∈ {1, 2}l, and all l ∈ N, where k(kj)
l (. . .) mean the free cumu-

lants in terms of γp:kj , for all j = 1, . . . , n, and k(k1,...,kn)
l (. . .) means the C⊕n-valued

(amalgamated) free cumulant in terms of the conditional expectation E(k1,...,kn) in
the sense of Section 4.1 (see also [17]).

Therefore, if (i1, . . . , il) ∈ {1, 2}l are “mixed” for all l ∈ N \ {1}, then

k
(k1,...,kn)
l (Ti1 , . . . , Til) = (0, 0, . . . , 0) in C⊕n,

i.e., whenever (i1, . . . , il) are mixed, the C⊕n-valued mixed free cumulants of m1χS1

and m2χS2
vanish in C⊕n. Equivalently, they are free in (Mp, E(k1,...,kn)).

(⇐) Suppose T1 and T2 are C⊕n-valued free in (Mp, E(k1,...,kn)), where Tj =
mjχSj

for j = 1, 2. Assume that there exists at least one kj0 ∈ {k1, . . . , kn} in Z,
such that T1 and T2 are not free in (Mp, γp:kj0 ). Then, there exists at least one mixed
l-tuple (i1, . . . , il) ∈ {1, 2}l for some l ∈ N \ {1} such that

k
(kj0 )

l (Ti1 , . . . , Til) 6= 0 in C.

Let us fix such a mixed l-tuple (i1, . . . , il) of {1, 2}l. Then we have that

k
(k1,...,kn)
l (Ti1 , . . . , Til)

=
(
k

(k1)
l (Ti1 , . . . , Til), . . . , k

(kj0 )

l (Ti1 , . . . , Til), . . . , k
(kn)
l (Ti1 , . . . , Til)

)
,

which is a nonzero vector in C⊕n. It contradicts our assumption that T1 and T2 are
C⊕n-valued free in (Mp, E(k1,...,kn)).

Therefore, by (⇒) and (⇐), the relation (5.10) holds.
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