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Abstract
The research was focused on analyzing the causes of high-pressure die-casting defects, more specifically on casting leakage, 
which is considered perhaps the most important and common defect. The real data used for modelling was obtained from 
a high-pressure die-casting foundry that manufactures aluminum cylinder blocks for the world’s leading automotive brands. 
This paper compares and summarizes the results of applying advanced modelling using artificial neural networks, regression 
trees, and support vector machines methods to select artificial neural networks as the most effective method to perform a multi-
dimensional optimization of process parameters to diagnose the causes of die-casting defects and to indicate the future research 
scope in this area. The developed system enables the prediction of the level of defects in castings with satisfactory accuracy and 
is therefore a highly relevant reference for process engineers of high-pressure foundries. This article indicates exactly which 
process parameters significantly influence the formation of a defect in a casting.
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1. Introduction

Metal casting, which is a  part of the metallurgy sec-
tor, is one of the most popular manufacturing process-
es (Miłek, 2017). The largest application segment for 
castings is the automotive industry (Grand View Re-
search, 2019). It is expected that due to the continuous 
work on using aluminum for weight reduction of vehi-
cles to increase their energy efficiency, the demand for 
castings from the automotive sector will increase con-
tinuously (Grand View Research, 2019). In addition, 
aluminum castings are becoming increasingly popular 
due to environmental trends and, more specifically, 
through their recyclability. The creation and use of re-
cyclable materials reduce the environmental impact of 

an activity. Therefore, special attention should be paid 
to the development of the foundry industry. This devel-
opment should be based on state-of-the-art technolo-
gies, using smart specialization to increase the compet-
itiveness and innovativeness of the sector (Grand View 
Research, 2019), in order to meet the growing demand 
and requirements of customers and care about the en-
vironment.

Referring to the foundations of the Industry 4.0 
concept, it can be concluded that data today is one of 
the most valuable raw materials in the industry. The 
main goal is to extract information, knowledge, and 
wisdom from the acquired process data (Grzegorze-
wski & Kochański, 2019a). Ultimately, the Smart 
Factories (Xu et al., 2018) of the future will integrate 
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the physical and digital worlds and be able to effec-
tively and independently (Wang et al., 2015), control 
the process in order to diagnose the causes of prod-
uct defects. Referring to the level of sophistication of 
foundry processes and their ability to collect process 
data, according to the concept of Industry 4.0, it is im-
portant to mention that the die-casting process pres-
ents one of the highest levels (Perzyk et al., 2019). 
This also refers to the definition of “Quality 4.0” (Ja-
cob, 2017; Raluca, 2021), which supports the identi-
fication of the relations between the quality manage-
ment of manufactured products and the concept of 
Industry 4.0. It seeks the overall digitalization of the 
quality management process in manufacturing com-
panies through artificial intelligence (AI) techniques, 
which are machine learning (ML) methods (Bowers 
& Pickerel, 2019). The usefulness of using machine 
learning techniques has been highlighted (see Khan et 
al., 2022), among other reasons, because of the need 
to use the right software architecture to process large 
data sets.

The topic of analyzing casting defects in 
high-pressure die casting is highly significant and 
has attracted the attention of many researchers. 
High-pressure die casting is a  process that requires 
the non-destructive testing of critical components us-
ing modern technology and advanced data analysis 
methods. Excellent examples are the Pareto analyses 
which have been conducted, in which critical areas 
were identified by performing a case study and priori-
tizing casting defects, for which a causal analysis was 
then performed (Bharambe et al., 2023; Govindarao 
et al., 2022) or an analysis using ANOVA and Taguchi 
analysis (Tariq et al., 2021). Analyses using artificial 
intelligence methods such as image analysis (Parlak & 
Emel, 2023) or artificial neural networks (De-Jian & 
Young-Peng, 2021), which are very relevant in mod-
ern digital reality, are also conducted. Analyses of the 
causes of defects in die castings using machine learn-
ing models have not been published before and are the 
focus of this article.

It may be caused by the fact that there is a constant 
desire to improve productivity and profitability in order 
to increase the competitiveness of enterprises. In coun-
tries where labor and energy costs are high, it is possi-
ble to work on reducing them through the application of 
modern technologies. In particular, the trend is towards 
increasing industrial productivity by completely reduc-
ing waste (Seit, 2018), including defective products. The 
foundry industry therefore, suffers from the production 
of products with defects, and from a large number of pro-
cess parameters, some of which can affect the formation 
of defects in the product (Patil & Inamdar, 2014). The 

final cost of a given product is determined by the cost 
of its manufacture, and it depends, in particular, on the 
used materials and processing costs.

The production of a  given casting of a  quality 
suitable for the customer may require additional qual-
ity verifications and quality audits, which could be re-
duced by applying an appropriate methodology allow-
ing to predict the occurrence of a defect in the casting. 
Each defect that arises necessitates disposal of a  de-
fective product, recovery of used materials, or repair 
using new additional materials, extra working hours of 
operators and devices. Moreover, defects in products 
increase the total time of delivery to the customer, as 
it requires additional production than ordered by the 
customer. It is important to mention that a reduction of 
defects occurrence even by 1%, can ensure annual sav-
ings of several million PLN for medium-sized found-
ries (Falęcki, 1997). 

Therefore, the proper diagnosis of product defects 
and their causes is an extremely important issue and 
arouses high interest among scientists, technologists, 
and experts of production companies. In the process 
under consideration, a characteristic feature is that the 
production costs (strictly the casting process) can be 
comparable to the costs of finishing and quality control. 
Therefore, it is important to detect product defects at an 
early stage in the process, thus saving up to 50% of the 
total manufacturing costs. Consequently, the main goal 
of the research is to diagnose the causes of manufac-
turing defects, more specifically on die-casting leakage, 
based on advanced data modeling using artificial neural 
networks, regression trees, and support vector machines 
methods, to compare and find the most effective method 
and apply it at an intermediate stage after the production 
of the casting and before the finishing phase.

2. Experimental procedures

High-pressure die casting (HPDC) is a highly precise 
and very expensive manufacturing process, described 
in detail in (Kozłowski et al., 2019). Therefore, the 
main objective is to reduce the amount of waste pro-
duced during the casting process (Sabau, 2006). This 
is very significant and still difficult to achieve, because 
of the above-mentioned complexity of metallurgical 
processes and the continuous lack of complete under-
standing of them. In order to improve the quality of 
castings by learning the complex relationships between 
the quality of the final product defined by the value of 
the output parameter and the parameters of the casting 
process, a  systematic data analysis strategy has been 
developed using machine learning (ML) techniques. 
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Discovering relationships between process parameters 
derived from different stages of the casting process is 
highly complex and currently almost impossible.

For advanced data-driven (soft) modelling, pro-
duction data were collected from one of the leading 
high-pressure die-casting foundries producing castings 
for the automotive industry, these data form the basis 
of the proposed research methodology. The cooper-
ating foundry collects over 60,000 new datasets with 
new observations per month in its databases. The ac-
tual data used for the research contained over 10,000 
observations with 59 parameters, characterizing the 
manufactured castings. The first step of machine learn-
ing implementation, is called data acquisition (Chen S. 
& Kaufmann, 2022), so the first selection of the range of 
variables and the sampling period was made using en-
gineering, expert knowledge by the process engineers. 
From all the relevant process parameters, the parame-
ters named as input variables affecting the output vari-
able defined as leakage, detected during the high-pres-
sure test, were selected. Leakage is expressed in cubic 
centimeters and indicates the volume of compressed air 
that has leaked through the casting, providing a mea-
sure of the tightness of the casting, and indicating its 
quality. There are certain ranges of leakage allowed by 
the recipients, further ranges classify the casting for re-
pair, or scrap. Generally, the higher the leakage value, 
the lower the quality of the casting produced. 

Each manufacturing data must go through data 
pre-processing stages to transform raw data into an un-
derstandable format (Agarwal, 2015) and to handle its 
imperfections to organize it for further data processing 
procedures. The mentioned stage is very important be-
cause when faulty data is applied to models, we can get 
very erroneous conclusions that can affect further deci-
sion-making processes. Therefore, it is believed that up 
to 80% (Ruiz, 2017) of the time spent on data analysis, 
is dedicated to data preprocessing, in order to finally 
obtain correct conclusions that enable proper future 
predictions. Performing data preprocessing involves 
five main tasks: data cleaning, data integration, data 
transformation, data reduction, and data discretization 
(Grzegorzewski & Kochański, 2019b). 

The process of preparing the data for further analy-
sis is described in detail in the publication (Okuniewska 
et al., 2021). Five datasets were created from the full data-
set, based on the flow charts of the variables. In each of 
the datasets, different ranges of the dependent variable and 
different numbers of observations were included. The first 
and third datasets created were relatively large datasets 
containing more than 10,000 observations, where the first 
dataset included all data, while the third included observa-
tions representing a distribution close to a normal distribu-

tion of the dependent variable. The other three data sets, 
meaning the second, fourth and fifth, were relatively small, 
as they contained a maximum of 140 observations. They 
were created to test the cause of the occurrence of high val-
ues of the dependent variable on an undesired level. 

In the next step, optimization of the number of in-
dependent variables should be applied, limiting them 
to those that are significant in terms of their impact on 
the dependent variable. This is referred to a significance 
analysis and can be performed using statistical methods 
such as the Kruskal–Wallis test or ANOVA analysis of 
variance (Perzyk et al., 2008). The computational anal-
ysis resulted in two parametric statistics: p for both tests 
and additionally the H statistics for the Kruskal–Wal-
lis test, and F for the ANOVA test (Okuniewska et al., 
2021). After applying the aforementioned statistical 
methods, optimization of the number of independent 
variables can be carried out. The optimization is possi-
ble by analyzing the value of the obtained p-statistic. All 
variables having a p-value less than 0.05 were selected 
for further advanced data-driven modelling. Finally, for 
each of the five datasets, three variable selection crite-
ria (K-W – based on the Kruskal–Wallis test results, re-
versed K-W – based on the reversed Kruskal–Wallis test 
results, and ANOVA – based on the ANOVA classical 
and reversed) were added (Okuniewska et al., 2021).

Consequently, 15 datasets were used for further 
modelling, including 6 large datasets (first and third 
data sets organized according to the K-W, reversed 
K-W, and ANOVA criterion) and 9 small datasets (sec-
ond, fourth and fifth data sets organized according to 
the K-W, reversed K-W, and ANOVA criterion) with 
different numbers of process parameters, quantifies in 
Figure 1. The effectiveness of the methods used for data 
preprocessing can be confirmed by the illustrated num-
ber of variables that were selected for further analyses, 
the best result was obtained for the small dataset (fifth) 
where the number of the independent variable was op-
timized by 81% in comparison to the original number 
(Fig. 1) (Okuniewska et al., 2021).
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The focus then turns to an important step in building 
machine learning models, involving regression problems 
handled by machine learning methods. For this purpose, 
the features of the different methods were considered 
(Tseng et al., 2004). The methods most commonly used 
among researchers for product defect extraction are sup-
port vector machines (SVM), decision trees (DT), arti-
ficial neural networks (ANN), and Bayesian networks 
(BN) (Bártová et al., 2021). Bayesian networks method 
was tested on the foundry data in (Sata & Ravi, 2017; 
StatSoft, 2011a; Thomas et al., 2004).

In this methodology, the advanced modelling was 
initiated with applying the ANN method, which demon-
strates considerable ability to represent complex hidden 
relationships between parameters of the manufacturing 
process. This method allows complex and complicated 
non-linear problems to be solved based on the data. Ar-
tificial neural networks can even make inferences from 
incomplete data containing noise. They have the ability 
to process information in parallel as their computation-
al power allows them to perform more than one task at 
the same time. After the learning process, the networks 
are capable of effective prediction and generalization. 
This method is suited to working with large datasets as 
it stores data information throughout the network rather 
than in an additional database (Mijwel, 2018). 

For the further and more precise determination of the 
relevant parameters, the decision tree (DT) method has 
been used due to its radically different nature and preva-
lence in industrial and other applications (Chen R.-S. et al., 
2005; Hur et al., 2006; Rokach & Maimon, 2006). The use 
of DT has advantages such as speed of computation and 
facilitated interpretation of results due to their graphical 
tree representation (Perzyk & Soroczyński, 2019). This 
solution as rule-based is more transparent in comparison 
to black-box solutions such as artificial neural networks. 
Decision trees are characterized by a procedure for select-
ing relevant features from the examined data set in order to 
find the best division of the data into parts with maximum 
uniformity. This process is then repeated for each of the 
resulting data fragments (Timofeev, 2004). Often, the de-
cision trees developed are very complex, as they contain 
many levels and a large number of variables. This meth-
od deals perfectly with outliers, it is even able to separate 
them in one of the nodes, the tree structure also does not 
change with respect to monotonic transformations of the 
independent variables, so any variable can be replaced by 
its logarithm or square root and the tree structure will not 
change (Timofeev, 2004).

Additionally, due to current trends and the ability 
to work with noisy data, it was decided to test the mod-
elling using the support vector machine method. In re-
cent years, SVM, as one of the most effective machine 

learning techniques (Karimi et al., 2019), has attracted 
the attention of many researchers involved in modeling 
manufacturing data to improve product quality, support 
decision-making, and implement process diagnostics 
(Esmaeilian et al., 2016; Köksal et al., 2011; Del Vec-
chio et al., 2019). This method has many advantages, 
including the ability to effectively consider data having 
variables of continuous type and variables of categorical 
type, with non-linear relations and not having normal 
or close-to-normal distribution. The method can work 
perfectly with noisy data, complex data sets, and even 
with numerous outliers. It avoids model overfitting and 
provides performance at the expected level (Vapnik, 
2000). These features of the support vector machine 
method can be very useful for modelling foundry data, 
due to their specificity, that is, imperfect quality, com-
plexity, variety of types of variable distributions, the 
occurrence of correlations between different process 
parameters, and lack of balance in the representation of 
values (Okuniewska et al., 2021).

Finally, a  multidimensional optimization of the 
process parameters was carried out to illustrate what 
exactly influences the formation of a defect in a prod-
uct, in this case a casting. More specifically, it was de-
termined which process parameter values influence the 
production of defective castings.

3. Results and discussion

3.1. Artificial neural networks

In order to diagnose the hidden dependencies, which 
are highly complex, the ANN method was used (Oku-
niewska, 2020). The application and results of ANN 
were described in detail in the connected article (Oku-
niewska et al., 2021). 

In the analysis, a  multilayer perceptron (MLP) 
was applied, creating a  unidirectional network with 
an input layer, an output layer and one hidden layer. 
Learning of the multi-layer perceptron was performed 
by presenting datasets divided in different proportions 
into a learning, testing and validation set. The datasets 
contained sets of inputs for successive learning obser-
vations and corresponding examples of outputs with 
which the modelled artificial neural network should 
respond. 

During the research, it was very important to spec-
ify a  test set equal to 0%, 10%, 15% or 20%. How-
ever, for real data from foundries, the creation of test 
and validation sets (completely independent) is often 
omitted in the process of learning the network, as real 
data may have deficiencies and be unbalanced, which 
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affects the difficulty of selecting such sets. However, 
in the presented study, the quality of the network was 
also checked for models having test and validation sets.

Next, the architecture of the network was deter-
mined, i.e., the number of layers, the number of neu-
rons in the layers. During this step, it had to be kept 
in mind that determining the right number of hidden 
neurons and hidden layers is a kind of challenge for the 
SSN designer. In the present analysis, the numbers of 
neurons were kept small to avoid overfitting the model 
and ranged from 7 to 23 for large datasets (i.e., first and 
third) and 2 to 5 for small datasets (i.e., second, fourth 
and fifth). It was concluded that there was no reason to 
create more than one hidden layer, as this would not 
increase the quality of the result and would only com-
plicate the neural model. The final step was learning 
the network, during which a  tangent (tan) activation 
function was used in the hidden layer and tangent-lin-
ear (tan-lin) functions in the output layer. 

The model performance was checked by the root 
mean square error (RMSE) result, calculated from the 
difference between predicted and actual leakage values. 

The most promising and best results were obtained 
for modeling big data sets, where RMSE was equal to 
0.84, and was obtained during the test without testing 
subset, for the model built with tangent-linear (tan-lin) 
activation function and with 23 neurons at the hidden 
layer (Fig. 2). 
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Fig. 2. Model and measured results comparison  
for the third K-W criterion set

An ablation study was not used, as were some oth-
er known methods for determining the significance of 
input variables from advanced target models (see e.g., 
Perzyk et al., 2008). Instead, an approach based on out-
put optimization was tested, which, in principle, makes 
it possible to capture the simultaneous influence of 
multiple, not preselected variables, which was import-
ant because of possible hidden connections between 
such variables.

On the other hand, the modeling of small data sets 
gave the best RMSE result of 0.9, for the test without 
learning stop, the model contained 5 neurons, built 
with tangent activation function in the hidden layer 
and linear activation function at the output (tanh-lin) 
(Fig. 3).
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Fig. 3. Model and measured results comparison  
for the fourth ANOVA criterion set

After the application of advanced modeling with 
ANN, the multidimensional optimization of the pro-
cess parameters was performed. This research was 
described in (Okuniewska et al., 2021). The results 
obtained showed that, in most cases, the optimization 
was not able to illustrate the exact cause of the casting 
defect formation. However in several cases, it was pos-
sible (Okuniewska et al., 2021).

Generally, it was found that extracting information 
from a data-driven model such as a neural model was 
crucial. Optimization methods were tried, but because 
of the problem’s complexity, meaning the multidimen-
sionality and the probability of local extremes, only in 
a few cases repeatability of results was obtained. It was 
concluded that there is a need to develop other methods 
for analyzing soft models, filtering out those obscuring 
dependencies, therefore the methods of decision trees 
and support vector machines were applied.

3.2. Regression trees

During the creation of a  modelling plan using de-
cision trees, more specifically classification and re-
gression trees (C&RT) should be taken into consid-
eration when determining the criteria for assessing 
prediction fidelity, selecting splits, determining when 
to stop the split generation process, and selecting the 
“right-sized” tree is the crucial point of the obtained 
results so of the prediction quality. The divisions can 
be continued until a perfect classification is obtained. 
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However, this does not make much sense as the result-
ing tree structure would be very complex, and such 
a model would most likely not give good predictions 
of new observations (StatSoft, 2011a). Therefore, 
a split stopping rule based on setting the value of the 
minimum number of cases in a given node was used. 
In the plan of computations, the effect of the value of 
the minimum number of cases in a given node on the 
quality of the prediction was checked. Generally, the 
higher the number of cases in a given node, the worse 
the prediction quality (Fig. 4).
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modelled without V-fold cross-validation

The research also tested the impact of modelling 
with or without V-fold cross-validation. This method 
is useful when there is no test sample, and the learning 
sample is too small to form a separate test sample. The 
set value of the V-fold cross-validation parameter in-
forms about the number of subsamples, which will be 
randomly created from the learning sample (StatSoft, 
2011a). In the case of the data used for the study, the 
application of V-fold cross-validation resulted in ob-
taining outcomes equal to the average value of all 
observations of the dependent variable. Thus, regres-
sion trees with V-fold cross-validation are not able to 
learn or predict changes in the value of the dependent 
variable, which is why they were not used in further 
stages of the study.

The modelling was performed on data from the 
above described fifteen datasets tested for the com-
bination of a minimum number of n-cases (5, 10, 20 
and  50), without V-fold cross-validation value. The 
lowest RMSE value was obtained for the large dataset 
set according to the reversed K-W and ANOVA criteri-
on and a minimum 50 number of cases (Fig. 5). On the 
other hand, the lowest RMSE value for the small data 
set was 7.1, in  the K-W criterion data set and minimum 
5 number of cases (Fig. 6).
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3.3. Support vector machines

In order to effectively deal with the problems and im-
prove the quality due to current trends, the modeling 
method known as SVM was applied. This method at 
one point became competitive with the artificial neu-
ral network (ANN) method. Regression models were 
developed for this by using 8 different data sampling 
methods for each of the five datasets according to 
three criteria and therefore different numbers of pre-
dictor variables. The method constructs non-linear 
decision boundaries based on the performed regres-
sion. It is a concept of the decision boundary, which is 
divided by the construction of boundaries separating 
objects of different class membership. It is character-
ized by relatively high flexibility in the approach to 
regression problems, due to the nature of the feature 
space – predictors, in which the boundaries are built. 
The optimal separating hyperplane is built in an iter-
ative learning algorithm, minimizing a  certain error 
function. 

The model is configured by adjusting the type of er-
ror function, i.e., type one, i.e., epsilon-SVN regression, 



2023, vol. 23, no. 2� Computer Methods in Materials Science

Machine learning methods for diagnosing the causes of die-casting defects

51

and type two, i.e., ni-SVM regression, and selecting the 
kernel function: linear, polynomial, radial basis function 
(RBF) and sigmoidal. In the regression, the dependence 
of the functional dependent variable a, on the set of inde-
pendent variables b, is in the deterministic type (f), cal-
culated with some addition of random noise, according 
to Equation (1) below:

a = f(b) + noise�        (1)

Thus, the main task of the applied method is to 
find the form of the function f, which should give the 
best possible value of the dependent variable for new 
cases, which the model has not presented before. The 
model is learned by sequential minimization of the er-
ror function, using two methods SVM type 1 according 
to Equation  (2), and SVM type 2, computed accord-
ing to Equation (3), where for a constant C called capac-
ity, w is a vector of coefficients, 1,    i i are the parame-
ters of the overlapping cases, and the index i numbers of 
N learning cases (StatSoft, 2011b).
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The most commonly used kernel function in 
SVM is the RBF function, due to its limited range 
in the b-variable field (StatSoft, 2011). In the pres-
ent study, the results of applying all four kernel types 
were checked and compared (Fig. 7). The lowest 
RMSE value of 1.1 was obtained in a large data set us-
ing the polynomial kernel function with SVM type 1, 
while in a  small data set the best result of 29.2 was 
obtained using the RBF kernel function with SVM 
type 2 (Fig. 8). During the research, difficult applica-
tions of SVM models were noted.
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Fig. 7. Comparison of the average RMSE results  
for four kernel types for two SVM types
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Fig. 8. Third set in the K-W criterion average RMSE results 
for four kernel types for two SVM types

3.4. Model testing  
for multidimensional optimization of  

process parameters

Multidimensional optimization of process parameters 
was possible by selecting the most effective method for 
advanced modelling based on large data sets. Accord-
ingly, the research was initiated by repeating the model-
ling with the artificial neural network method included 
both the absolute best models (but with a lack of gener-
alizability (obtained without testing set) as well as mod-
els characterized by a higher value of mean square error 
of prediction but having the ability to generalization 
(containing test sets) with simultaneous notation of the 
weights and programming of the model response (Oku-
niewska et al., 2021). 

The information from the neural model can be 
extracted in various ways, preferably by appropriate-
ly scheduled querying of the network (Perzyk et al., 
2008). This way, called the ‘pedagogical’ way, consists 
of treating the model as a black box, using a suitably 
designed network interrogation procedure to obtain the 
information sought (Perzyk et al., 2008). There is also 
a second way, called ‘decomposition’, which involves 
analyzing the weights of the artificial neural networks 
created, or more generally the individual parameters of 
the model (Perzyk et al., 2008). However, the approach 
based on analyzing the weights of the networks has 
proven to be insufficient (Garson, 1991; Perzyk et al., 
2003). This is because each network learning process 
generates different weights, which are the source of 
significant differences in significance coefficient val-
ues (Perzyk et al., 2008). For this reason, the strategy 
developed here took the first approach – the ‘pedagog-
ical’ approach – and included a multivariate optimiza-
tion of all process parameters for maximum and min-
imum defect (leakage) values. The idea behind such 
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an approach was to assume that, under conditions of 
possible changes in all process parameters, occurring 
randomly, the repetitive values favoring and prevent-
ing the defect will take on those of them that actually 
have a  significant role. The results of such optimiza-
tion should also determine the direction of the induced 
changes. Through this analysis, it was possible to fur-
ther optimize the process parameters for the maximum 
value of the leakage, meaning a casting with a defect, 
and a minimum leakage, so a casting without a defect. 
The optimalization was performed by using the MS Ex-
cel program’s Solver add-in. 

The results of the analysis for the five data sets 
according to the three criteria indicate that, in most cas-
es, multidimensional process parameter optimization 
is unable to visualize what exactly influences the for-
mation of a defect in a product, in this case a casting. 
More precisely, it is not always able to determine which 
process parameter values influence the production of 
defective castings.

Nevertheless, it has been possible to obtain such 
an answer in a few important cases (Figs. 9–13). It has 
been indicated that increased values of the parame-
ters: ‘multiplication delay,’ ‘urban water temperature’ 
and ‘alloy dosing time 2,’ as well as decreased values 
of the parameters: ‘blowing time’ and ‘cooling circuit 
flow 14,’ influence the achievement of higher leakage 
values and thus the formation of a defect in the cast-
ing. 
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Fig. 9. Results of multidimensional optimization of first set, 
according to K-W criterion, for a network with 100% values 
in the learning set, 19 neurons in the hidden layer and a tanh 
activation function at the output for the ‘multiplication delay’

This parameter (Fig. 9) is a key stage in the pro-
cess that aims to reduce the shrinkage porosity of the 
castings produced, through the forced feeding of the 
liquid alloy into the solidifying casting. This parame-

ter defines the point at which this phase of the process 
begins, and its significance obtained from modelling is 
not surprising. It is possible that in the case of forced 
metal feed starting too late, it may be inefficient due to 
the large fraction of solidified metal in the casting.
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set, according to reversed K-W  and ANOVA criterion, for 
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for the ‘alloy dosing time 2’

The next results (Fig. 10) obtained for this param-
eter may be related to the imperfection of the mould 
temperature stabilization system, whose role in the for-
mation of porosity is quite evident. The impact mech-
anism for the third parameter (Fig. 11) is not clarified. 
Perhaps a significant role is played here by correlations 
with other process parameters.
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Interpretation of the impact of the fourth parameter 
(Fig. 12) is not simple, including for foundry technical 
staff, and would require deeper analyses and addition-
al studies. The fifth parameter (Fig. 13) detected seems 
quite natural, as a reduction in the intensity of water flow 
in certain channels, resulting in a reduction in the local 
cooling intensity of the casting, may have the effect of 
increasing the solidification time and concentrating the 
porosity of the casting in that location leading to leakage.

Although it has been possible to obtain promising 
results in some cases, whereby it is possible to select 
the relevant variables and their specific values as being 
relevant to the process under study, indicating that they 
must be treated as critical by the foundry staff, it has not 
been possible in every case to obtain such information 
from the models created. 

4. Conclusions 

The formation of defects in castings often seems to be 
random, and the causes are frequently unknown. Data 
coming from many stages of the casting processes are 
very complex and perfectly fit the purpose of applying 
machine learning tools dedicated to large and complex 
data sets. The applied tools have been tested to work 
with data of imperfect quality, complexity, variety of 
types of variable distributions, the occurrence of cor-
relations between different process parameters, and the 
lack of balance in the representation of values (Oku-
niewska et al., 2021).

The results of the analysis based on the multi-
dimensional optimization of input variables showed 
that specific parameter values favor higher values of 
leakage and consequently defect the formation of the 
product. It was indicated that increased values of the 
parameters: multiplication delay, urban water tempera-
ture and alloy dosing time 2, as well as decreased val-
ues of the parameters: blowing time and cooling circuit 
flow 14, influence the achievement of higher leakage 
values and thus the formation of a defect in the casting. 
Although it has been possible to obtain promising re-
sults in some cases, whereby it is possible to select the 
relevant variables and their specific values as relevant 
to the process under study, indicating that they must be 
treated as critical by the foundry staff, it has not been 
possible in every case to obtain such information from 
the models created.

Summarizing the results obtained from three types 
of machine learning methods tested for the same prob-
lem, on the same data sets, and presented in the current 
article, the following can be concluded: the smallest 
RMSE means the best fit of the model to the data and 
the best prediction quality. The lowest RMSE and the 
best model fitting were obtained using the three meth-
ods for the large data set (which contained over 10,000 
observations), so more data means more accurate esti-
mates and better-quality prediction of the value of the 
dependent variable. The best results using each method 
were obtained in the large dataset (third with reversed 
K-W  and ANOVA criteria). This results in the men-
tioned set showing significant variability in the values 
of the dependent variable and the presence of elevated 
values indicative of a defect in the product, the distribu-
tion of the sorted values of the dependent variable was 
close to a normal distribution. The most accurate val-
ues were obtained from the Artificial Neural Network 
method, while Regression Trees appeared to be slightly 
less precise, especially for the small data sets (described 
in section 2). Generally, in sets with small amounts of 
noisy data, i.e., in small, generally unbalanced data 
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sets, the best results in identifying the most significant 
variables were also obtained with the artificial neural 
networks method (Tab. 1). The best results using each 
method were obtained for the second and fourth small 
datasets determined by the reversed K-W and ANOVA 
criteria. This set also showed significant variability in 
the values of the dependent variable and the presence 
of elevated values indicative of a defect in the product. 
The values found from SVM, using the same research 
methodology essentially reflect the expected tenden-
cies, however, their values are less accurate than those 
obtained from ANN and DT. 

Table 1. Comparison of the RMSE result  
between three machine learning methods

Machine Learning 
Method

Size of 
the data 

set

Coefficient: Root 
Mean Square 
Error (RMSE)

Artificial Neural 
Networks (ANN)

small 0.90 
big 0.86 

Classification and 
Regression Tress (C&RT)

small 7.10
big 0.93

Support Vector Machine 
(SVM)

small 29.20 
big 1.10 

The study identified general problems associated 
with data-driven modelling, namely the inherent ran-
domness of neural network models (having different 
weights), the difficult application of SVM models, and 

the limited performance of models developed using the 
decision tree method. Previous research (Okuniewska 
et al., 2021; StatSoft, 2011a) has shown that the same 
problem applies to modelling using a Bayesian network, 
and problems with optimization as a potential approach 
useful in model inference leading to the identification of 
the root causes of process errors. The randomness of the 
optimization results is very likely as local minima are 
typical. Therefore, reasoning based on neural models is 
limited and can be used as a source of rather general in-
dications regarding the recommended parameters of the 
production process. The methodology of using this type 
of information in making decisions in specific situations 
was presented (for a similar metallurgical process) in the 
recently published work by Perzyk et al. (2022). 

Despite the problems detected, the results obtained 
in the case of modelling using the artificial neural net-
works method seem to be promising and supply the 
motivation for further research. The results indicate that 
predicting the defect level in castings can be done with 
satisfactory accuracy and therefore they can be a very 
significant benchmark for high-pressure foundries. 
However, there is still a need to develop the data prepa-
ration methodology to ensure that cases of insufficient 
quality are adequately represented. It is planned to ex-
tend the research to include classification models and, 
if satisfactory prediction results are obtained, it will be 
possible to extend the research towards the creation of 
models that predict quality with a set time in advance.
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