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An exact block algorithm for no-idle RPQ problem

JAROSLAW PEMPERA

In the work a single-machine scheduling problem is being considered, in which all tasks
have a fixed availability (release) and delivery time. In the analyzed variant no-idle time is
allowed on a machine. The purpose of optimization is to determine such order of tasks that
minimizes the makespan, i.e. the time of execution of all the tasks. There is also a number of
properties of the problem presented, in particular there are formulated block eliminating prop-
erties for no-idle constraint. There was an exact B&B algorithm based on the block properties
proposed.
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1. Introduction

In a single-machine problem with jobs’ release time and delivery time (RPQ) there
must be a number of tasks executed on one machine. No idle time means that since
the commencement of the first task the machine must perform the next task without
interruption until the completion of the last task. Therefore, there must be a schedule of
tasks minimizing delivery time of all the tasks determined.

No-idle constraint occurs in production systems, in which there are thermal or chem-
ical reaction processes. In such systems, machine downtimes can not only cause failure
of machinery, deterioration in the quality of products but can also generate additional
costs related to energy expenditure. No-idle constraint can also be used in planning of
outsourcing services, in which costs are dependent on the length of the contracts or in
case of renting of expensive equipment for the execution of orders. Undoubtedly, both
RPQ and RPQ no-idle problems are NP-hard. In case of RPQ problem there are effi-
cient algorithms based on Branch-and-Bound (B&B) method proposed by Carlier [1]
and Grabowski et al. [4]. In the first algorithm the node in the B&B search tree method
is created in the time O(n lnn) using the algorithm Schrage [10], whereas in the second
algorithm the nodes are created on the basis of the concept of a block task. Due to short
duration of execution of these algorithms (a few seconds for 50–10000 tasks) they can
be used to estimate lower bounds for the construction of multi-machine problems with
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the criterion of minimizing the completion time of all tasks such as: flow shop problems,
job shop problems, flexible flow shop and job shop problems.

Construction of algorithms for simple scheduling problems is important in scien-
tific context because the properties of these problems can be used in the construction of
exact and heuristic algorithms for multi-machine scheduling problems. Discovered by
Grabowski et al. block properties have been successfully used not only in the construc-
tion of exact algorithms for flow shop and job shop problems (the exact solution of small
size), but also in the construction of one of the most effective heuristic algorithms for
the following problems: flow shop [3, 7], job shop [8], no-store (blocking) flow shop [9]
etc.

Study on task scheduling with no-idle constraint on machines mainly relate to the
flow shop problem. There were proposed exact algorithms [11] and heuristic algorithms
based on the construction [2], [5] and local search methods [6]. The paper presents the
new properties of the problem with no-idle time on machine. Due to the significant sim-
ilarity to the block properties of RPQ problem they will also be called block properties.
Using these properties there has been an exact algorithm proposed based on the B&B
method.

2. Problem description

On machine there must be executed n task from the set J = {1, . . . ,n}. Each task has a
known execution time p j > 0, j ∈ J and cannot start earlier than the release time r j  0.
The machine cannot perform more than one task at a time. The tasks on the machine
must be carried out without any interruption. Once the task is completed the finished
product is delivered to the customer in time q j  0. Let S j, C j and D j, be respectively
the starting moment, the completion time and delivery moment of task j, j ∈ J. There
must be determined the tasks schedule minimizing the moment of all the tasks delivery.

Let π be a permutation defined on the set J describing the sequence of tasks execution
on one machine. Feasible schedule for tasks execution in the order of π must meet the
following restrictions:

S j  r j for j ∈ J, (1)

C j = S j + p j for j ∈ J, (2)

D j =C j +q j for j ∈ J, (3)

Sπ( j) =Cπ( j−1) for j = 2, . . . ,n. (4)

Constraints (1–3) are obvious, while equation (4) imposes the performance of tasks on
the machine in order π with no idle time.

Let Dmax = max j∈J D j be the moment of all the tasks delivery. We want to find the
sequence of tasks on the machine π∗, such that

Dmax(π∗) = min
π∈Π

Dmax(π), (5)
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where Π is the set of all permutations defined on the set J.

2.1. Example

There must be n = 10 tasks performed on a machine. The release times, execution
times and delivery times of tasks are summarized in Table 1. In Fig. 1 there are three
schedules for tasks execution presented in the Gantt chart form. Schedules (A) and (B)
have been designated for the permutations generated by the use of Schrage algorithm (A-
RPQ, B-RPQ no-idle) while schedule (C) is the optimal schedule for the RPQ no-idle
problem. The delivery moment of all tasks is: (A)–42, (B)–46, (C)–43.

Table 1: Test data

Parametr 1 2 3 4 5 6 7 8 9 10

release time – ri 9 16 15 27 6 4 26 12 3 11
execution time – pi 4 1 1 2 1 1 2 4 1 1
delivery time – qi 26 13 22 12 28 1 5 17 20 0

Figure 1: Gantt chart
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3. Graph model

Before the presentation of graph model it must be noted that the equation (4) can be
replaced by two inequalities:

Sπ( j)  Sπ( j−1)+ pπ( j−1) dla j = 2, . . . ,n, (6)

Sπ( j−1)  Sπ( j)− pπ( j−1) dla j = 2, . . . ,n. (7)

For fixed processing order π, there is a graph G(π) = (V,E(π)) defined with the set
of nodes V and a set of directed arcs E(π). A set of nodes V = J ∪{s, t} consists of n
nodes representing tasks and two fictitious nodes s (initial, source) and t (final, target).
The node representing the task j is burdened with weight equal to the duration of the
task p j, j ∈ J, while the fictitious nodes with weight equal to zero.

A set of arcs E(π) consists of four subsets of arcs:

Es = {(s, j) : j ∈ J}, (8)

arc (s, j) ∈ Es corresponds to the constraint (1) and has weight r j,

Et = {( j, t) : j ∈ J}, (9)

arc ( j, t) ∈ Et corresponds to the constraint (3) and has weight q j,

E1(π) = {(π( j−1),π( j)) : j = 2, . . .n}, (10)

arc (π( j− 1),π( j)) ∈ E1(π) corresponds to the constraint (6) and has weight 0. Arcs
from the set E1(π) corresponds to the processing order of tasks π and will be called (in
short) machine arcs. The last subset constitute arcs resulting from the no-idle constraint

E2(π) = {(π( j),π( j−1)) : j = 2, . . .n}, (11)

arc (π( j),π( j− 1)) ∈ E2(π) corresponds to the constraint (7) and has weight −pπ( j)−
pπ( j−1), which results from transformation of (7) to

Sπ( j−1)  Sπ( j)+ pπ( j)− pπ( j)− pπ( j−1) for j = 2, . . . ,n. (12)

Propertie 1 For fixed processing order of tasks execution π on a single machine, the
earliest starting moment for the task j, j ∈ J is equal to the length of the longest path to
the node representing this task (without weight of node) in the graph G(π) .

Propertie 2 For fixed processing order π, the earliest delivery moment of all the tasks
is equal to the length of the longest path to a node t in the graph G(π).
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It follows from the construction of a graph G(π) that every path begins in the source
node s, what is more, the longest path in the graph G(π) to node t is also the longest path
in this graph. This path will be called critical path.

The set of arcs of the graph G(π) consists of arcs with negative weighs, therefore,
determination of the length of the longest paths requires the use of the Bellman-Forda
algorithm with complexity of |V | · |E|.
Propertie 3 The lengths of the longest paths in G(π) can be determined in time O(n).
Proof. For the proof, it is enough to note that the lengths of the longest paths have a
fixed value after execution of a relaxation of arcs in the following order: (i) arcs from the
set Es, (ii) arcs from the set E1(π) in the order of (π(1),π(2)), . . . ,(π(n−1),π(n)), (iii)
arcs from the set E2(π) in the order of (π(n),π(n− 1)), . . . ,(π(2),π(1)), (iv) arcs from
the set Et .

Any critical path in the graph G(π) begins with an arc belonging to Es and ending
with an arc belonging to Et . Therefore, it will be described with the pair (a,b), where
(s,a) ∈ Es i (b, t) ∈ Et . For a = b the solution π is the optimal solution. Let us consider
two cases: (i) a < b and (ii) a > b.

In case of (i) a sequence Ba,b = (π(a),π(a+ 1), . . . ,π(b)) will be called block of
tasks. The block theorem [4] can be formulated as follows:

Propertie 4 If Ba,b is a block in π and β ∈ Π is any permutation such that Dmax(β) <
Dmax(π), there is a task π(k)∈{π(a+1), . . . ,π(b)} (or π(k)∈{π(a), . . . ,π(b−1)}) such
that in the permutation β task π(k) precedes all other tasks in a block (it is processed
after all other tasks in a block).

In case (ii) the sequence Ba,b = (π(a), . . . ,π(n),π(1), . . . ,π(b)) will be called i-block
of tasks. In a way analogous to 4 property, the following property can be proved for the
i-block Ba,b:

Propertie 5 If Ba,b is i-block in π and β ∈ Π is any permutation such that Dmax(β) <
Dmax(π), there is a task π(k)∈{π(a+1), . . . ,π(n)} (or π(k)∈{π(1), . . . ,π(b−1)}) such
that in the permutation β task π(k) precedes all other tasks in the set {π(a), . . . ,π(n)} (it
is processed after all other tasks from the set {π(1), . . . ,π(b)}).

4. Exact block algorithm

With each node of Branch and Bound method there is associated a permutation deter-
mining the order of tasks π, block or i-block of tasks Ba,b and the relation of partial order
of R. The relation R implies a constraint ” if (i, j) ∈ R, then task j can begin only after
the task i is completed”. The space of solutions is divided into subspaces (branching) on
the basis of tasks in the block (or i-block) Ba,b.

A new node in a search tree of B&B algorithm is created by generating a new permu-
tation and adding constraints to relation R. For k = a+1, . . . ,x (x = b for the block and
x = n for i-block) a new permutation is generated by shifting task π(k) on position a in
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π. To the relation R there are added constraints {(π(k),π( j)) : j ̸= k, j = a, . . . ,x}, which
means that the task π(k) must be executed before all other tasks from the set {a, . . . ,x}.
But for k = x, . . . ,b− 1 (x = a for the block and x = 1 for i-block) a new permutation
is generated by shifting task π(k) on position b w π. To the relation R there are added
constraints {(π( j),π(k)) : j ̸= k, j = x, . . . ,b} which means that the task π(k) must be
executed after all other tasks from the set {x, . . . ,b}.

The search node of tree is cut off if the relation R is contradictory. Similarly as in the
exact block algorithm for RPQ problem, the node generated by shifting task π(k) is cut
off, if rπ(k) > rπ(a) in case of inserting into the position a and if qπ(k) > qπ(b) in case of
inserting into the position b.

In Fig. 2 there was the course of the proposed algorithm for data from example
presented. Each node is described in a separate rectangle, in which there is a permutation,
node number, and Dmax (in the lower right corner) presented. Tasks forming block (i-
blok) were linked with the use of thick line, in addition, the tasks π(a) and π(b) were
highlighted in bold.

Transfers of tasks resulting from the division strategy were illustrated by arcs,
wherein the arcs leading to the nodes were indicated by dashed lines. The initial per-
mutation π (Node 1) was generated by Schrage algorithm. In the permutations π there
is i-block B9,6. In the case of tasks 4 and 5 there are conditions r4 > r7 and q5 > q3 and
q1 > q3 fulfilled, therefore the corresponding nodes will be cut off. Finally, as a result of
the division there are three child nodes created by shifting: (i) task 8 to position 6 (node
2), (ii) task 6 to position 6 (node 7), (iii) task 9 to position 6 (node 12). Child nodes
are connected to a parent node with an arc with the assigned number of a task shifted
as a result of generating of a new permutations. In any child the number of restrictions
remembered in relation of partial order increases. It is the main mechanism of cutting
off child nodes. This can be seen on the example of node 11, wherein the child nodes
generated by shifting tasks 5, 1, 3 and 8 were cut off because of the restrictions added
while creating node 10, i.e. shifting tasks 9, which generates restriction: task 9 must be
performed after tasks 5,1,8 and 3. The algorithm found the optimal solution in node 4
with a value of 43 and generated a total of 14 nodes (permutations) in reference to 10!
all possible. There were tests conducted on the effectiveness of the block algorithm on
multiple instances of data generated at random of size from 10 to 80 tasks. In most cases
the number of nodes generated by algorithm did not exceed a few dozen and duration
of action did not exceed a few hundred milliseconds. In addition, during the operation
of the algorithm, i-blocks were generated relatively rarely. This means that for many in-
stances of RPQ problem, in exact solution the removal of idle-time of machine does not
increase the time of delivery of all tasks.

5. Summary

In the work, for single-machine scheduling problem with release and delivery dates
with no-idle time on machines there was the notion of i-block of tasks formulated which
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Figure 2: The calculation process for the data from example

is an extension of the well-known block of tasks. There was an exact algorithm proposed
based on B&B method in which block properties have been used in the branch and bound
strategy. It follows from the experimental studies on algorithms that solution to a signifi-
cant number of instances of size of dozens of tasks takes no more than 1 second on a PC.
The author of the paper believes that, based on i-blocks of tasks there can be efficient
local search algorithms constricted for multi-machine tasks scheduling problems.
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