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Abstract. We consider the following second order differential equation with delay{
(Lx)(t) ≡ x′′(t) +

∑p
j=1 bj(t)x(t− θj(t)) = f(t), t ∈ [0, ω],

x(tj) = γjx(tj − 0), x′(tj) = δjx
′(tj − 0), j = 1, 2, . . . , r.

In this paper we find necessary and sufficient conditions of positivity of Green’s functions for
this impulsive equation coupled with one or two-point boundary conditions in the form of
theorems about differential inequalities. By choosing the test function in these theorems, we
obtain simple sufficient conditions. For example, the inequality

∑p
i=1 bi(t)

(
1
4
+ r
)
< 2

ω2 is
a basic one, implying negativity of Green’s function of two-point problem for this impulsive
equation in the case 0 < γi ≤ 1, 0 < δi ≤ 1 for i = 1, . . . , p.
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1. INTRODUCTION

Let us consider the following impulsive equation:

(Lx)(t) ≡ x′′(t) +

p∑
j=1

bj(t)x(t− θj(t)) = f(t), t ∈ [0, ω], (1.1)

x(tj) = γjx(tj − 0), x′(tj) = δjx
′(tj − 0), j = 1, 2, . . . , r, (1.2)

0 = t0 < t1 < t2 < . . . < tr < tr+1 = ω,

x(ζ) = 0, ζ < 0, (1.3)
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where f, bj : [0, ω]→ R are summable functions and θj : [0, ω]→ [0,+∞) are measu-
rable functions for j = 1, 2, . . . , p. p and r are natural numbers, γi and δi are real
positive numbers.

For equation (1.1) we consider the following variants of boundary conditions:

x(0) = α0, x′(0) = β0, (1.4)
x(ω) = α0, x′(ω) = β0, (1.5)
x(0) = α0, x(ω) = β0. (1.6)

Differential equations with impulses has attracted the attention of many re-
searchers. Note the monographs [3, 5, 22, 26–28, 30], in which problems of existence,
uniqueness and stability are considered.

Note that one possible approach to study impulsive equations is the theory of
generalized differential equations allowing researchers to consider systems with con-
tinuous and discontinuous solutions in the framework of the delay equations (see, for
example [2, 12, 13, 16, 21, 29, 31, 32]). In the works [17, 22, 23, 26–28, 30, 34], impulsive
ordinary differential equations were considered. Let us assume that all trajectories
of solutions to non-impulsive ordinary differential equations are known. In this case,
impulses imply only choosing the trajectory between the points of impulses, but we
stay on a trajectory of a corresponding solution of a non-impulsive equation between
ti and ti+1.

In the case of an impulsive equation with delay it is not true anymore. That
is why properties of delay impulsive equations can be quite different. Oscilla-
tion/nonoscillation and stability of delay differential equations are considered in
[1,6–9,35]. Delay impulsive differential equations of second order are considered con-
cerning stabilization by impulses in [15, 36]. For second order delay differential equa-
tions we succeeded to find only the paper [33] where their nonoscillation is studied.
There are almost no results about boundary value problems for impulsive differential
equations of high orders. Note that second order ordinary impulsive differential equa-
tions are considered in [4, 17, 34]. The Dirichlet boundary value problem is studied
in [24] and the generalized Dirichlet problem in [14, 18, 24]. For delay differential
equations we note only the paper [10].

In this paper we develop the approach of [9]. This approach is based on the anal-
ysis of Green’s functions of auxiliary impulsive equations. Note that for first order
functional differential equations these Green’s functions for nonlocal boundary value
problems are constructed in [11]. We construct Green’s functions for various auxil-
iary boundary value problems for second order impulsive equations with delay. Our
approach is based on a reduction of the impulsive boundary value problem to an inte-
gral equation and then the corresponding Krasnoselskii’s theorems about estimates of
the spectral radius are used. On this basis, we obtain theorems on differential inequal-
ities allowing us to make the conclusion about sign constancy of Green’s functions.
Choosing the test functions, we get conditions of positivity/negativity of the Green’s
functions.
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2. CONSTRUCTION OF THE CAUCHY AND GREEN’S FUNCTIONS
TO AUXILIARY IMPULSIVE EQUATIONS

It is known that the solution of equation (1.1) with the homogenous initial conditions

x(0) = 0, x′(0) = 0 (2.1)

can be represented in the form

x(t) =

t∫
0

C(t, s)f(s)ds, t ∈ [0, ω]. (2.2)

The kernel C(t, s) (defined in the zone 0 ≤ s ≤ t ≤ ω) is called the Cauchy function
of equation (1.1)–(1.3). It can be noted that the Cauchy function C(t, s) as a function
of t for fixed s ∈ [0, ω) satisfies the problem

(Lx)(t) ≡ x′′(t) +

p∑
j=1

bj(t)x(t− θj(t)) = 0, t ∈ [s, ω], (2.3)

x(tj) = γjx(tj − 0), x′(tj) = δjx
′(tj − 0), j = k, . . . , r, (2.4)

tk−1 < s < tk < . . . < tr < tr+1 = ω,

x(ζ) = 0, ζ < 0. (2.5)

Denote by C0(t, s) the Cauchy function of the equation x′′(t) = f(t) with impulses
(1.2). For every fixed s, the Cauchy function C0(t, s) satisfies the problem{

x′′(t) = 0, t ∈ [s, ω],

x(s) = 0, x′(s) = 1,
(2.6)

with impulses (1.2).
Denote by G0(t, s) the Green’s function of the problem{

x′′(t) = f(t), t ∈ [0, ω],

x(0) = 0, x(ω) = 0,
(2.7)

with impulse (1.2).
Let us consider the following equation:

x′′(t) = f(t), t ∈ [0, ω],

x(tj) = γjx(tj − 0), j = 1, 2, . . . , r,

x′(tj) = δjx
′(tj − 0), j = 1, 2, . . . , r,

(2.8)

with initial condition (1.4).
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The general solution of this equation in the interval t ∈ [ti, ti+1) can be represented
as follows:

x(t) = αi + βi (t− ti) +

t∫
ti

(t− s)f(s)ds, (2.9)

where αi = x(ti), βi = x′(ti).
From (2.9) and the impulse conditions, we get a recursive formula for solution in

the intervals t ∈ [ti, ti+1) for i = 1, 2, . . . , r:
x(t) = x(0) + x′(0)t+

∫ t
0

(t− s)f(s)ds, t ∈ [0, t1],

x(t) = αi + βi (t− ti) +
∫ t
ti

(t− s)f(s)ds, t ∈ [ti, ti+1),

αi = γi
[
αi−1 + βi−1 (ti − ti−1) +

∫ ti
ti−1

(ti − s)f(s)ds
]
,

βi = δi
[
βi−1 +

∫ ti
ti−1

f(s)ds
]
,

(2.10)

Let us build the Cauchy function C0(t, s) of the problem (2.8), (1.4), for example,
in the case r = 3. First, let us build the solution of the equation for each interval.

For t ∈ [0, t1),

x(t) = α0 + β0t+

t∫
0

(t− s)f(s)ds.

For t ∈ [t1, t2),

x(t) = α1 + β1 (t− t1) +

t∫
t1

(t− s)f(s)ds = γ1

[
α0 + β0t1 +

t1∫
0

(t1 − s)f(s)ds

]
+

+ δ1

[
β0 +

t1∫
0

f(s)ds

]
(t− t1) +

t∫
t1

(t− s)f(s)ds =

= α0γ1 + β0(γ1t1 + δ1 (t− t1))+

+

t1∫
0

[γ1(t1 − s) + δ1 (t− t1)] f(s)ds+

t∫
t1

(t− s)f(s)ds,

α2 = γ2

[
α0γ1 + β0(γ1t1 + δ1 (t2 − t1)) +

t1∫
0

[γ1(t1 − s) + δ1 (t2 − t1)] f(s)ds+

+

t2∫
t1

(t2 − s)f(s)ds

]
,

β2 = δ2

[
δ1

(
β0 +

t1∫
0

f(s)ds

)
+

t2∫
t1

f(s)ds

]
.
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For t ∈ [t2, t3),

x(t) = α2 + β2 (t− t2) +

t∫
t2

(t− s)f(s)ds =

= γ2

[
α0γ1 + γ1β0t1 + δ1β0 (t2 − t1) +

+

t1∫
0

[γ1(t1 − s) + δ1 (t2 − t1)] f(s)ds+

+

t2∫
t1

(t2 − s)f(s)ds

]
+

+ δ2

[
δ1

(
β0 +

t1∫
0

f(s)ds

)
+

t2∫
t1

f(s)ds

]
(t− t2) +

+

t∫
t2

(t− s)f(s)ds =

= γ2γ1α0 + β0 (γ2γ1t1 + γ2δ1 (t2 − t1) + δ2δ1 (t− t2)) +

+

t1∫
0

[γ2γ1(t1 − s) + γ2δ1 (t2 − t1) + δ2δ1 (t− t2)] f(s)ds+

+

t2∫
t1

[γ2(t2 − s) + δ2 (t− t2)] f(s)ds+

+

t∫
t2

(t− s)f(s)ds,

α3 = γ3

[
γ2γ1α0 + β0 (γ2γ1t1 + γ2δ1 (t2 − t1) + δ2δ1 (t3 − t2)) +

+

t1∫
0

[γ2γ1(t1 − s) + γ2δ1 (t2 − t1) + δ2δ1 (t3 − t2)] f(s)ds+

+

t2∫
t1

[γ2(t2 − s) + δ2 (t3 − t2)] f(s)ds+

+

t3∫
t2

(t3 − s)f(s)ds

]
,

β3 = δ3

δ2δ1β0 + δ2δ1

t1∫
0

f(s)ds+ δ2

t2∫
t1

f(s)ds+

t3∫
t2

f(s)ds

 .
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For t ∈ [t3, ω],

x(t) = α3 + β3 (t− t3) +

t∫
t2

(t− s)f(s)ds =

= γ3

[
γ2γ1α0 + β0 (γ2γ1t1 + γ2δ1 (t2 − t1) + δ2δ1 (t3 − t2)) +

+

t1∫
0

[γ2γ1(t1 − s) + γ2δ1 (t2 − t1) + δ2δ1 (t3 − t2)] f(s)ds+

+

t2∫
t1

[γ2(t2 − s) + δ2 (t3 − t2)] f(s)ds+

+

t3∫
t2

(t3 − s)f(s)ds

]
+

+ δ3

[
δ2δ1β0 + δ2δ1

t1∫
0

f(s)ds+ δ2

t2∫
t1

f(s)ds+

t3∫
t2

f(s)ds

]
(t− t3) +

+

t∫
t2

(t− s)f(s)ds =

= γ3γ2γ1α0+

+ β0(γ3γ2γ1t1 + γ3γ2δ1(t2 − t1)+

+ γ3δ2δ1(t3 − t2) + δ3δ2δ1(t− t3))+

+

t1∫
0

[γ3γ2γ1(t1 − s) + γ3γ2δ1 (t2 − t1) + γ3δ2δ1 (t3 − t2)+

+ δ3δ2δ1(t− t3)]f(s)ds+

+

t2∫
t1

[γ3γ2(t2 − s) + γ3δ2 (t3 − t2) + δ3δ2(t− t3)] f(s)ds+

+

t3∫
t2

[γ3(t3 − s) + δ3 (t− t3)] f(s)ds+

t∫
t3

(t− s)f(s)ds.

After these calculations, we can describe the Cauchy function by distributing its
values to zones in the plane of the variables t and s (see Table 1).
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Table 1. The Cauchy function of impulsive equation (2.8)

For every number r of impulses, we get the following analytical representation of
the Cauchy function C0(t, s) of the impulsive equation x′′(t) = f(t):

C0(t, s) =

r∑
i=1

i−1∑
j=0

[ i∏
k=j+1

γk(tj+1 − s) +

i∑
l=j+2

i∏
k=l

γk

l−1∏
k=j+1

δk(tl − tl−1)+

+

i∏
k=j+1

δk(t− ti)
]
[Hti(t)−Hti+1(t)][Htj (s)−Htj+1(s)]+

+

r∑
i=0

Hs(t)(t− s)[Hti(t)−Hti+1
(t)][Hti(s)−Hti+1

(s)],

(2.11)

where Hti(t) is the Heaviside function

Hti(t) =

{
1, ti ≤ t,
0, t < ti,

(2.12)

and the general solution for the boundary value problem (2.8), (1.4) can be represented
in the form:

x(t) =

j∏
i=1

γiα0 + C0(t, 0)β0 +

t∫
0

C0(t, s)f(s)ds, t ∈ [tj , tj+1), (2.13)
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where the Cauchy function C0(t, s) of this problem is defined by (2.11) where
C0(t, s) = 0 for t < s, and j = 0, 1, . . . , r, where t0 = 0 and

∏j
i=1 γi = 1 for j = 0.

As we expect, this representation is analogous to the representation of the general
solution for the first order obtained in [9]. Summarizing, we can formulate our results
in the following lemma.

Lemma 2.1. The general solution of the boundary value problem (2.8), (1.4) can be
represented in the form:

x(t) = U(t) +

t∫
0

C0(t, s)f(s)ds, (2.14)

where the Cauchy function C0(t, s) of this problem is defined by (2.11) with
C0(t, s) = 0 for t < s and

U(t) =

j∏
i=1

γiα0 + C0(t, 0)β0, t ∈ [tj , tj+1), j = 0, 1, . . . , r, t0 = 0. (2.15)

Let us build now the Green’s function P0(t, s) of the problem (2.8) with (1.5). Its
solution can be represented in the form

x(t) =

ω∫
0

P0(t, s)f(s)ds. (2.16)

It is clear that this problem is symmetrical with (2.8), (1.4). So if we write ω − t
instead of t, we get the problem{

x′′(ω − t) = f(ω − t), ω − t ∈ [0, ω],

x(ω) = α0, x′(ω) = β0,
(2.17)

and consequently x(t) = U(ω − t) +
∫ t

0
C0(ω − t, s)f(s)ds and P0(t, s) = C0(ω − t, s).

Since we need to know the impulses in ω−tj , let us assume that there is the symmetry
such that tj = ω − tr−j . So we get a new representation of the impulses{

x(ω − tj) = 1
γr−j

x((ω − tj)− 0), j = 1, 2, . . . , r,

x′(ω − tj) = 1
δr−j

x′((ω − tj)− 0), j = 1, 2, . . . , r.
(2.18)

After this calculation we obtain representation of P0(t, s) and we can describe Green’s
function P0(t, s) by distributing its values to zones in the plane of the variables t and s
(see Table 2).



About sign-constancy of Green’s functions. . . 347

Table 2. The Green’s function P0(t, s)

Summarizing, we can formulate our results in the following lemma.

Lemma 2.2. The general solution for the boundary value problem (2.8) with (1.5)
can be represented in the form:

x(t) = W (t) +

ω∫
0

P0(t, s)f(s)ds, t ∈ [0, ω], (2.19)

where the Green’s function P0(t, s) of this problem is

P0(t, s) = C0(ω − t, s), t, s ∈ [0, ω], (2.20)

where the Cauchy function C0(t, s) of this problem is (2.11) with C0(t, s) = 0 for t < s
and

W (t) = U(ω − t), t ∈ [0, ω]. (2.21)

Let us build now the Green’s function G0(t, s) of the problem (2.8) with (1.6). This
problem is similar to the first problem with the difference that we do not have x′(0).
Let us use the second boundary condition x(ω) = β0 in order to find a representation
of x′(0) through α0 and β0. From the general solution of the problem we get

x(ω) = β0 =

r∏
i=1

γiα0 + C0(ω, 0)x′(0) +

ω∫
0

C0(ω, s)f(s)ds.
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From here, we obtain

x′(0) =

β0 −
∏r
i=1 γiα0 −

ω∫
0

C0(ω, s)f(s)ds

C0(ω, 0)

and the general solution for the boundary value problem (2.8) with (1.6) can be
represented in the form:

x(t) =

r∏
i=1

γiα0 + C0(t, 0)
β0 −

∏r
i=1 γiα0

C0(ω, 0)
+

ω∫
0

[
C0(t, s)− C0(ω, s)

C0(t, 0)

C0(ω, 0)

]
f(s)ds.

(2.22)
Thus the Green’s function G0(t, s) of this problem is

G0(t, s) = C0(t, s)− C0(ω, s)
C0(t, 0)

C0(ω, 0)
. (2.23)

Summarizing, we obtained the actual representation of G0(t, s) and formulate the
following lemma.

Lemma 2.3. The general solution for the boundary value problem (2.8) with (1.6)
can be represented in the form:

x(t) = V (t) +

ω∫
0

G0(t, s)f(s)ds, t ∈ [0, ω], (2.24)

where the Green’s function G0(t, s) of this problem is

G0(t, s) = C0(t, s)− C0(ω, s)
C0(t, 0)

C0(ω, 0)
, t ∈ [0, ω], (2.25)

where the Cauchy function C0(t, s) of this problem is (2.11) with C0(t, s) = 0 for t < s
and

V (t) =

j∏
i=1

γiα0 + C0(t, 0)
β0 −

∏r
i=1 γiα0

C0(ω, 0)
, t ∈ [tj , tj+1), j = 0, 1, . . . , r, t0 = 0.

(2.26)

3. POSITIVITY AND NEGATIVITY OF GREEN’S FUNCTIONS
OF THE AUXILIARY IMPULSIVE EQUATION

In this section we prove positivity or negativity of Green’s function for one and
two-point impulsive problems with the auxiliary equation x′′(t) = f(t).

Lemma 3.1. If γk, δk > 0, k = 1, . . . , r, then C0(t, s) is positive in 0 ≤ t ≤ s < ω.
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Proof. Let us assume that t ∈ [ti, ti+1) and s ∈ [tj , tj+1), where i ≥ j, i, j = 0, . . . , r,
t0 = 0. If i = j, then C0(t, s) = t− s ≥ 0. If i > j, then

C0(t, s) =

i∏
k=j+1

γk(tj+1 − s) +

i∏
k=j+1

δk(t− ti) +

i−1∑
l=j+2

i∏
k=l

γk

l−1∏
k=j+1

δk(tl − tl−1) ≥ 0,

since tl > tl−1, l = 2, . . . , r, tj+1 > s, t ≥ ti and γk, δk > 0, k = 1, . . . , r. Lemma 3.1
has been proven.

Lemma 3.2. If γk, δk > 0, k = 1, . . . , r, then P0(t, s) is positive for (t, s) ∈
(0, ω)× (0, ω), t < s.

Proof. From Lemma 3.1 we know that C0(t, s) is non-negative for every t and for
almost every s. Since t ∈ [0, ω] implies that (ω− t) ∈ [0, ω], we get, from the previous
lemma, that C0(ω − t, s) is non-negative for every t and for almost every s. Hence,
P0(t, s) = C0(ω − t, s) is non-negative for every t and for almost every s. Lemma 3.2
has been proven.

Remark 3.3. Let us assume that t ∈ [ti, ti+1) and s ∈ [tj , tj+1), where i > j. Then,
we can write

C0(t, s) = ai,j +

( i∏
k=j+1

δk

)
t−

( i∏
k=j+1

γk

)
s, (3.1)

where

ai,j =

i∑
l=j+1

( i∏
k=l+1

γk

)( l−1∏
k=j+1

δk

)
(γl − δl) tl. (3.2)

Theorem 3.4. If γk, δk > 0, k = 1, . . . , r, then G0(t, s) is negative for every (t, s) ∈
(0, ω)× (0, ω).

Proof. Let us assume that t ∈ [ti, ti+1) and s ∈ [tj , tj+1), where i > j. So if we use
the form (3.1), we get

C0(t, 0) = ai,0 +

( i∏
k=1

δk

)
t, (3.3)

C0(ω, s) = ar,j +

( r∏
k=j+1

δk

)
b−

( i∏
k=j+1

γk

)
s, (3.4)

C0(ω, 0) = ar,0 +

( r∏
k=1

δk

)
b, (3.5)

where ai,j is defined by (3.2). Now we can see that the assertion of our theorem is
equivalent to the following inequality

C0(t, s)C0(ω, 0) < C0(t, 0)C0(ω, s),

which we have to prove.



350 Alexander Domoshnitsky, Guy Landsman, and Shlomo Yanetz

From (3.1)–(3.5) above we get

C0(t, s)C0(ω, 0) = ai,jar,0 + ai,j

( r∏
k=1

δk

)
b+ ar,0

( i∏
k=j+1

δk

)
t− ar,0

( i∏
k=j+1

γk

)
s+

+

( r∏
k=1

δk

)( i∏
k=j+1

δk

)
bt−

( r∏
k=1

δk

)( i∏
k=j+1

γk

)
bs

and

C0(t, 0)C0(ω, s) = ai,0ar,j + ar,j

( i∏
k=1

δk

)
t+ ai,0

( r∏
k=j+1

δk

)
b− ai,0

( i∏
k=j+1

γk

)
s+

+

( r∏
k=j+1

δk

)( i∏
k=1

δk

)
bt−

( i∏
k=j+1

γk

)( i∏
k=1

δk

)
st.

Since

ai,jar,0 =

r∑
l1=1

i∑
l2=j+1

( r∏
k=l1+1

γk

)( l1−1∏
k=1

δk

)(
γl1 − δl1

)
×

×
( i∏
k=l2+1

γk

)( l2−1∏
k=j+1

δk

)(
γl2 − δl2

)
tl1tl2

and

ai,0ar,j =

i∑
l1=1

r∑
l2=j+1

( i∏
k=l1+1

γk

)( l1−1∏
k=j+1

δk

)(
γl1 − δl1

)
×

×
( r∏
k=l2+1

γk

)( l2−1∏
k=j+1

δk

)(
γl2 − δl2

)
tl1tl2 ,

we can conclude that C0(t, s)C0(ω, 0) < C0(t, 0)C0(ω, s). Hence, G0(t, s) is negative
for every (t, s) ∈ (0, ω)× (0, ω). Theorem 3.4 has been proven.

4. NEGATIVITY OF GREEN’S FUNCTION
OF THE TWO-POINT IMPULSIVE PROBLEM

In this section we obtain necessary and sufficient conditions for negativity of Green’s
function to the two-point impulsive problem (1.1)–(1.3) with (1.6). By choosing the
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test function we will get a sufficient condition for its negativity. Define the following
space of functions x : [0, ω]→ R:

D (t1, t2, . . . , tr) =

{
x : x(t) =

j∏
i=1

γiα0 + C0(t, 0)β0 +

t∫
0

C0(t, s)z(s)ds, t ∈ [tj , tj+1),

j = 0, 1, . . . , r, t0 = 0, for every z ∈ L[0,ω],

γi, δi, α0, β0 ∈ R, i = 1, . . . , r

}
,

(4.1)

where L[0,ω] is the space of summable functions.
It is clear that the functions from the space D (t1, t2, . . . , tr) and their derivatives

are absolutely continuous between the points ti and ti+1. We have the impulses defined
by (1.2) at the points ti and continuous from the right at the points ti. Actually, the
functions x with these properties define the space D (t1, t2, . . . , tr).

We say that the function x is a solution of the impulsive equation (1.1), (1.2) if
x ∈ D (t1, t2, . . . , tr) and satisfies this equation.

Define the operator K : D (t1, t2, . . . , tr)→ D (t1, t2, . . . , tr) by the equality(Kx)(t) = −
ω∫
0

G0(t, s)
∑p
j=1 bj(s)x(s− θi(s))ds,

x(ξ) = 0, ξ < 0.

(4.2)

G0(t, s) is the Green’s function of the problem (2.8) with (1.6). According to Theo-
rem 3.4, we obtained G0(t, s) < 0. Its spectral radius is denoted as ρ(K).

Denote by C(t, s) the Cauchy function of (1.1), (1.2) with (1.4), and G(t, s) and
P (t, s) are the Green’s functions of (1.1), (1.2) with (1.6) and (1.1), (1.2) with (1.5)
respectively. Now we can formulate the following theorem.

Theorem 4.1. Let bi ≥ 0, γi > 0, δi > 0 and the function hi(t) = t − θi(t) be
such that mes{t : hi(t) = const} = 0 for i = 1, . . . , r. Then the following assertions
1)–4) are equivalent, each of which follows from 5). If we assume that the function
v ∈ D (t1, t2, . . . , tr), satisfying assertion 1), is such that

v(µ)−
r∏
i=1

γiv(ν) ≥ 0 for all 0 ≤ ν < µ ≤ ω, (4.3)

then 5) follows from 1).

1) There exists a function v ∈ D (t1, t2, . . . , tr) such that

v(t) > 0, Ψ(t) ≡ (Lv)(t) ≤ 0,

v(ω)−
ω∫

0

(Lv)(t)dt > 0, v(ω)−
r∏
i=1

γiv(0) ≥ 0, t ∈ (0, ω).
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2) There exists a function u ∈ D (t1, t2, . . . , tr) such that u(t) > 0, u(t) > (Ku)(t) for
t ∈ (0, ω).

3) ρ(K) < 1.
4) The boundary value problem (1.1), (1.2) with (1.6) is uniquely solvable and its

Green’s function G(t, s) satisfies the inequality G(t, s) < 0, (t, s) ∈ (0, ω)× (0, ω).
5) The Cauchy function C(t, s) of problem (1.1), (1.2) with (1.4) satisfies the inequa-

lity C(t, s) > 0, (t, s) ∈ (0, ω)× (0, ω), t > s.

Remark 4.2. It is clear that condition (4.3) is fulfilled if the function v is
non-decreasing and 0 < γi ≤ 1.

Proof of Theorem 4.1. 1)⇒2) The function v satisfies the problem

(Lv)(t) = Ψ(t), v(0) = α0, v(ω) = β0, (4.4)

where Ψ(t) ≤ 0, α0 ≥ 0, β0 ≥ 0. It is clear that

v′′(t) +

p∑
j=1

bj(t)v(t− θj(t)) = Ψ(t). (4.5)

Using the solution representation formula (2.22), we get

v(t) = −
ω∫

0

G0(t, s)

p∑
j=1

bj(s)v(s− θj(s))ds+

ω∫
0

G0(t, s)Ψ(s)ds+ V (t), (4.6)

where V (t) is defined by equality (2.26). According to Theorem 3.4, we have that
G0(t, s) < 0. This means that the operator K, defined by equality (4.2), is positive.
Using this fact, from the condition Ψ(t) ≤ 0, we get

∫ ω
0
G0(t, s)Ψ(s)ds ≥ 0. The condi-

tion v(ω)−
∏r
i=1 γiv(0) ≥ 0 and positivity of the Cauchy function C0(t, s) established

by Lemma 3.1 imply that V (t) ≥ 0. It is clear now that we can set u(t) ≡ v(t) in
assertion 2.

The implication 1)⇒2) has been proven.
The proof of implication 2)⇒3) follows from Theorem 5.6 of the book [20, p.86]

which can be formulated in the following convenient form for us:

Lemma 4.3. If there exists a function u ∈ D(t1, t2, . . . , tm) such that u(t) > 0,
u(t) > (Ku)(t) for t ∈ (0, ω) then ρ(K) < 1.

3)⇒4) Let the right hand side f(t) in (1.1) is nonpositive. We have to get that
the solution x(t) of (1.1), (1.2) with (1.6) is nonnegative. We assume that x(0) = 0,
x(ω) = 0, then x(t) satisfies the integral equation

x(t) = (Kx)(t) + g(t), (4.7)

where g(t) =
∫ ω

0
G0(t, s)f(s)ds. According to Theorem 3.4, we have G0(t, s) < 0.

Then the operator K is positive and g(t) ≥ 0. The condition ρ(K) < 1 allows us to
write

x(t) = (I −K)−1g(t) = g(t) +Kg(t) +K2g(t) + . . . (4.8)
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The positivity of the operator K implies x(t) ≥ 0. Let us compare the solution of
(1.1), (1.2), (1.6) with the function g which is the solution of impulsive problem (4.9),
(1.2), where {

x′′(t) = f(t), t ∈ [0, ω],

x(0) = 0, x(ω) = 0.
(4.9)

We get
x(t)− g(t) = Kg(t) +K2g(t) + . . . ≥ 0. (4.10)

Theorem 3.4 claims that G0(t, s) < 0 for (t, s) ∈ (0, ω)× (0, ω). Let us come back
to (4.10)

0 ≤ x(t)− g(t) =

ω∫
0

G(t, s)f(s)ds−
ω∫

0

G0(t, s)f(s)ds =

ω∫
0

[G(t, s)−G0(t, s)]f(s)ds.

(4.11)
It means that G(t, s) ≤ G0(t, s) < 0 for (t, s) ∈ (0, ω)× (0, ω).

4)⇒1) Let us set f(t) ≡ −1, v(0) = 0, v(ω) = 0. We get the solution

v(t) = −
ω∫

0

G(t, s)ds, (4.12)

which satisfies the conditions of assertion 1).
5)⇒1) Since C(t, s) > 0 for (t, s) ∈ (0, ω)× (0, ω), t > s, we set

v(t) = C(t, 0). (4.13)

It is clear that v satisfies the conditions of assertion 1).
1)⇒5) Define an operator Kνµ : D

(
tkν , . . . , tkµ−1

)
→ D

(
tkν , . . . , tkµ−1

)
, where

ν < µ ⊆ [0, ω] and {tkν , . . . , tkµ−1
} = {t1, . . . , tr} ∩ [ν, µ], by the equality

(Kνµx)(t) = −
µ∫
ν

Gνµ0 (t, s)

p∑
j=1

bj(s)x(s− θi(s))χ[ν,µ](s− θi(s))ds, (4.14)

where χ[ν,µ](t) is the characteristic function of the set [ν, µ], i.e.

χ[ν,µ](t) =

{
1, t ∈ [ν, µ],

0, t /∈ [ν, µ].
(4.15)

Gνµ0 (t, s) is the Green’s function of the problem
x′′(t) = f(t), t ∈ [ν, µ],

x(tj) = γjx(tj − 0), x′(tj) = δjx
′(tj − 0), j = i, i+ 1, . . . , i+m, m ≥ 0,

x(ν) = 0, x(µ) = 0,

(4.16)
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where ti, . . . , ti+m are the points of impulses inside the interval [ν, µ]. It is clear that
there is only one point of impulse in the case m = 0.

The proof is based on the following assertion.

Lemma 4.4. Let condition (4.4) be fulfilled. If ρ(K) < 1, then ρ(Kνµ) < 1 for
[ν, µ] ⊆ [0, ω].

Proof. By implication 3)⇒4), problem (1.1), (1.2) with (1.6) is uniquely solvable and
the Green’s function G(t, s) is negative for (t, s) ∈ (0, ω)× (0, ω).

The function

v(t) = −
ω∫

0

G(t, s)ds (4.17)

is a positive solution of the boundary value problem
(Lv)(t) = −1, t ∈ [0, ω],

v(tj) = γjv(tj − 0), v′(tj) = δjv
′(tj − 0), j = 1, 2, . . . , r,

v(ξ) = 0 for ξ < 0,

v(0) = 0, v(ω) = 0.

(4.18)

It is clear that

Ψ(t) ≡ v′′(t) +

p∑
j=1

bj(t)v(t− θj(t))χ[ν,µ](t− θj(t))+

+

p∑
j=1

bj(t)v(t− θj(t))(1− χ[ν,µ](t− θj(t))),
(4.19)

and we get

v′′(t) +

p∑
j=1

bj(t)v(t− θj(t))χ[ν,µ](t− θj(t)) =

= Ψ(t)−
p∑
j=1

bj(t)v(t− θj(t))(1− χ[ν,µ](t− θj(t))) ≡ Ψ̃(t).

(4.20)

From here it is clear that Ψ̃(t) ≤ 0, t ∈ [ν, µ]. Let us use now implication 1)⇒3) on
the interval [ν, µ]. We get ρ(Kνµ) < 1. Lemma 4.4 has been proven.

We continue the proof of implication 1)⇒5).
Let us assume the contrary. Then there exist ν < µ such that C(µ, ν) = 0. In this

case u(t) = C(t, ν) is a characteristic function of the operator Kνµ, i.e. ρ(Kνµ) = 1.
But we get a contradiction with Lemma 4.3 which implies that ρ(Kνµ) < 1.

Theorem 4.1 has been proven.
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Example 4.5. Let us now find an example of a function v satisfying condition 1) of
Theorem 4.1. To this end, let us start with v(t) = t(ω − t) in the interval t ∈ [0, t1).
The function v in the rest of the interval will be of the form

v(t) = v(ti) + v′(ti)(t− ti)− (t− ti)2 t ∈ [ti, ti+1), i = 1, . . . , r, tr+1 = ω, (4.21)

where {
v(ti) = γiv(ti − 0),

v′(ti) = δiv
′(ti − 0).

(4.22)

Thus {
v(t) = t(ω − t), t ∈ [0, t1),

v(t) = v(ti) + v′(ti)(t− ti)− (t− ti)2, t ∈ [ti, ti+1),
(4.23)

where v(ti) and v′(ti) can be presented in the form

v(ti) = t1(ω − t1)

i∏
j=1

γj+

+

i∑
k=2

v′(tk)(tk − tk−1)

i∏
j=k

γj −
i∑

k=2

(tk − tk−1)2
i∏

j=k

γj ,

v′(ti) = (ω − 2t1)
∏i
j=1 δj − 2

∑i
k=2 (tk − tk−1)

∏i
j=k δj .

(4.24)

Let us assume that v(t) > 0 and substitute this v(t) into assertion 1) of Theorem 4.1

−2 +

p∑
i=1

bi(t) max

{
max

i=1,2,...,r
v

(
v′(ti)

2
+ ti

)
, max
i=0,1,...,r+1

v(ti)

}
≤ 0, (4.25)

and we get the condition

Ω1

p∑
i=1

bi(t) ≤ 2, (4.26)

where
Ω1 = max

{
max

i=1,2,...,r
v

(
v′(ti)

2
+ ti

)
, max
i=0,1,...,r+1

v(ti)

}
. (4.27)

In the case of the non-impulsive equation (1.1), the following classical sufficient
condition for negativity of Green’s function

p∑
i=1

bi(t) ≤
8

ω2
, (4.28)

is known. In the case t− θi(t) ≡ ω
2 for i = 1, . . . , p, this condition cannot be improved

for the nonimpulsive equation (1.1). If we take a sequence of the impulse points
tki < tki+1, i = 1, . . . , r, tk1 → ω when k → ∞, it is clear that these impulses could
not influence essentially on condition (4.26) and consequently on (4.28), where the
inequality is strong implies the positivity of Green’s function. Therefore, we obtain
the following corollary.
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Corollary 4.6. Assume that 0 < γi ≤ 1, 0 < δi ≤ 1 for i = 1, . . . , r and

p∑
i=1

bi

(
1

4
+ r

)
<

2

ω2
. (4.29)

Then Green’s function G(t, s) is nonegative in (0, w)× (0, w).

From (4.26) for the nonimpulsive equation (r = 0), we get inequality (4.28).

5. POSITIVITY OF GREEN’S FUNCTION
OF THE ONE-POINT IMPULSIVE PROBLEM

In this section we obtain necessary and sufficient conditions for positivity of Green’s
function to the one-point impulsive problem (1.1)–(1.3) with (1.5).

Define the operator K̃ : D (t1, t2, . . . , tr)→ D (t1, t2, . . . , tr) by the equality{
(K̃x)(t) = −

∫ ω
0
P0(t, s)

∑p
j=1 bj(s)x(s− θi(s))ds,

x(ξ) = 0, ξ < 0.
(5.1)

P0(t, s) is the Green’s function of the problem (2.8) with (1.5). According to
Lemma 3.2, P0(t, s) ≥ 0 and the operator K̃ is positive. Its spectral radius is denoted
as ρ(K̃).

Theorem 5.1. Let bi ≤ 0, γi > 0, δi > 0, ti = ω − tr−i, i = 1, . . . , r. Then the
following assertions are equivalent:

1) There exists a function v ∈ D (t1, t2, . . . , tr) such that

v(t) > 0, Ψ(t) = (Lv)(t) ≥ 0, v′(w) ≤ 0 t ∈ [0, ω].

2) There exists a function u ∈ D (t1, t2, . . . , tr) such that u(t) > 0, u(t) > (K̃u)(t) for
t ∈ [0, ω].

3) ρ(K̃) < 1.
4) The boundary value problem (1.1), (1.2) with (1.5) is uniquely solvable and its

Green’s function P (t, s) is nonnegative for (t, s) ∈ [0, ω)× [0, ω] and satisfies the
inequalities P (t, s) > 0 for 0 < t < s < w.

Proof. 1)⇒2) The function v satisfies the problem

(Lv)(t) = Ψ(t), v(ω) = α0, v′(ω) = β0, (5.2)

where Ψ(t) ≥ 0, α0 > 0, β0 ≤ 0. It is clear that

v′′(t) +

p∑
j=1

bj(t)v(t− θj(t)) = Ψ(t). (5.3)
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Using the solution representation formula (2.19), we get

v(t) = −
ω∫

0

P0(t, s)

p∑
j=1

bj(s)v(s− θj(s))ds+

ω∫
0

P0(t, s)Ψ(s)ds+W (t), (5.4)

where W (t) is defined by equality (2.21). According to Lemma 3.2, we have that
P0(t, s) > 0. This means that the operator K̃, defined by equality (5.1), is positive.
Using this fact, from condition Ψ(t) ≥ 0, we get

∫ ω
0
P0(t, s)Ψ(s)ds ≥ 0. The positivity

of the Cauchy function C0(t, s) established by Lemma 3.1 implies that W (t) > 0. It
is clear now that we can set u(t) ≡ v(t) in assertion 2. The implication 1)⇒2) has
been proven.

The proof of implication 2)⇒3) follows from Theorem 5.6 of the book [20, p.86]
which we formulated in the form of Lemma 4.3.

3)⇒4) Let the right hand side f(t) in (1.1) be nonnegative. We have to get that
the solution x(t) of (1.1), (1.2) with (1.5) is nonnegative. We assume that x(ω) = 0,
x′(ω) = 0. Then x(t) satisfies the integral equation

x(t) = (K̃x)(t) + p(t), (5.5)

where p(t) =
∫ ω

0
P0(t, s)f(s)ds. According to Lemma 3.2, we have P0(t, s) > 0. Then

the operator K̃ is positive and p(t) ≥ 0. The condition ρ(K̃) < 1 allows us to write

x(t) = (I − K̃)−1p(t) = p(t) + K̃p(t) + K̃2p(t) + . . . (5.6)

The positivity of K̃ implies x(t) ≥ 0. Let us compare the solution of (1.1), (1.2) with
(1.5) with the function p which is the solution of (5.7), (1.2), where{

x′′(t) = f(t), t ∈ [0, ω],

x(ω) = 0, x′(ω) = 0.
(5.7)

We get
x(t)− p(t) = K̃p(t) + K̃2p(t) + . . . ≥ 0. (5.8)

Lemma 3.2 claims that P0(t, s) > 0 for (t, s) ∈ (0, ω)× (0, ω). Let us come back
to (5.8):

0 ≤ x(t)− p(t) =

ω∫
0

P (t, s)f(s)ds−
ω∫

0

P0(t, s)f(s)ds =

=

ω∫
0

[P (t, s)− P0(t, s)]f(s)ds.

(5.9)

This means that P (t, s) ≥ P0(t, s) ≥ 0 for (t, s) ∈ (0, ω)× (0, ω).
4)⇒1) Let us set f(t) ≡ 1, v(ω) = 1, v′(ω) = 0. We get the solution

v(t) =

ω∫
0

P (t, s)ds+W (t), (5.10)
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where W (t) > 0, W ′(w) = 0, which satisfies the conditions of assertion 1).
Theorem 5.1 has been proven.

Example 5.2. Let us now find an example of a function v satisfying condition 1) of
Theorem 5.1. To this end, let us start with v(t) = e−αt in the interval t ∈ [0, t1). The
function v in the rest of the intervals will be of the form

v(t) = cie
−αait, t ∈ [ti, ti+1), (5.11)

where {
v(ti) = γiv(ti − 0),

v′(ti) = δiv
′(ti − 0).

(5.12)

After some calculations we get that v is of the formv(t) = e−αt, t ∈ [0, t1),

v(t) =
∏i
j=1 γje

−α
∏i
j=1 δj∏i
j=1

γj
t
, t ∈ [ti, ti+1).

(5.13)

Let us substitute this v(t) into assertion 1) of Theorem 5.1 and assume that δj > γj ,
j = 1, . . . , r,

α2

(∏i
j=1 δj

)2

(∏i
j=1 γj

)2 +

p∑
j=1

bj(t)e
α

∏i
j=1 δj∏i
j=1

γj
θj(t)

≥ 0. (5.14)

Thus

α2C2e−αCΘ ≥
p∑
j=1

|bj(t)|, (5.15)

where

C = min
i=1,2,...,r

∏i
j=1 δj∏i
j=1 γj

(5.16)

and
Θ = max

t∈[0,ω]
max

i=1,2,...,r
θj(t). (5.17)

Denoting F (α) = α2C2e−αCΘ, we can find its maximum:

F ′(α) =
(
2αe−αCΘ − α2CΘe−αCΘ

)
C2 = α (2− CΘα) e−αCΘC2 (5.18)

and α = 2
CΘ is a point of maximum. Thus

4

Θ2
e−2 ≥

p∑
j=1

|bj(t)| (5.19)

is a sufficient condition for the positivity of Green’s function P (t, s) for the case
δj > γj , j = 1, . . . , r.
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Let us now assume the opposite, i.e. δj ≤ γj , j = 1, . . . , r, and substitute this v(t)
into assertion 1) of Theorem 4.4

α2

(∏i
j=1 δj

)2

(∏i
j=1 γj

)2 +

p∑
j=1

bj(t)e
αθj(t) ≥ 0. (5.20)

Thus

α2C2e−αΘ ≥
p∑
j=1

|bj(t)|. (5.21)

Denoting F (α) = α2C2e−αΘ, we can find its maximum:

F ′(α) =
(
2αe−αΘ − α2Θe−αΘ

)
C2 = α (2−Θα) e−αΘC2 (5.22)

and α = 2
Θ is a point of maximum. Thus

4C2

Θ2
e−2 ≥

p∑
j=1

|bj(t)| (5.23)

is a sufficient condition for the positivity of Green’s function P (t, s) for the case
δj ≤ γj , j = 1, . . . , r.

For the non-impulsive equation (1.1) we have the inequality

α2 −
p∑
j=1

|bj(t)| eαθj(t) ≥ 0

and for p = 1 and constant coefficients and b1(t) = b1, θ1(t) = θ, we have
α2e−αθ ≥ |b1|. Denoting F (α) = α2e−αθ, we can find its maximum:

F ′(α) = (2α− α2θ)e−αθ = α(2− αθ)e−αθ

and α = 2
θ is a point of maximum θ

√
b1 ≤ 2

e . It is known that this inequality cannot
be improved since the opposite inequality θ

√
b1 >

2
e implies nonexistence of positive

solution on the semiaxis [19]. It is clear that in the case of vanishing impulses, i.e. if
we choose a sequence of impulses βki −→ 1 when k →∞, inequality (5.15) cannot be
improved.
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