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Abstract

In this paper, a new algorithm, named as Nash-landdorithm by merging Nash equilibrium solutiordan
the lambda algorithm, is proposed. The lambda #@hgor a new global optimization algorithm, is cregty
imitating ancient Chinese human body system modbich has already demonstrated its simplicity in
searching scheme, codes and efficiency in computatiomparing to the genetic algorithm. The non-
corporative game environments determine the opéitice problems which are different from those af th
traditional safety and reliability optimizationsdaeise of the engagement of the Nash equilibriunséeking
the best strategy. The lambda algorithm servesdheching the Nash equilibrium solution efficignth other
worlds, the Nash-lambda algorithm is just developmdddress the optimization problems of the midtip
objective functions representing non-corporativaypls’ interests.

1. Introduction
IS necessary to search it within the players’ sgwat

Safety and reliability optimization problems aré agetg There have been many search methodologies,
fundamental components intrinsically in the sense,, example, Nash-LQ, Nash-polynomial algorithms
that the statistical theory underlying them is bup _

by a pile of relevant mathematical optimal theories; js poticeable that researchers have try to merge
and methodologies. However, since the 911 evenf,sh equilibrium solution and the genetic algorithm
occurred in New York, 2001, the threat from the ;pheviated by Nash-GA) for seeking optimal
terrorist organizations has merged into the western, , . ical strategies [21], [24]. The lambda
governments’ agenda list [7], [15], [16]. ANy 40qrithm is created by imitating an ancient human
government or a utility company, say, the eledrici _body system [4], [5], [6], also the sister papettiis
power plant, the water supply company, the publicsemingr  "Lambda algorithm and  maximum
transportation network, the international airp@tt. jielihood estimation”. In its searching scheme,
has the responsibility to secure the highest s@®ty oy copt the necessary mathematical computations for
availability to the public, while the — terorist g ating the objective function and the creatibn
organization wants to destroy or damage the tdayet o jnitial “searching population” randomly, the
the maximum. It is obvious that the players in the 5i4rithm only involves if-else logical operationda
game battle are non-corporative. The optimizationg, hrocedure. In contrast to existing global
problem is no longer the traditional one. Nash qyimization algorithms, particularly GA, the langbd
equilibrium is “a solution concept of a game g4orithm engages the simplest mathematics but
involving two or more players, in which each player o5cheg the highest searching efficiency. Theréfore
is assumed to know the equilibrium strategies of th ;g |ngical to consider in the Nash-GA replacing the
other players, and no player has anything to ggin b 4anetic algorithm (GA) part by the lambda algorithm
changing only his own strategy unilaterally”, [12]. o merging Nash equilibrium solution concept with
To obtain the solution set of the Nash equilibritm, - |5h4a "algorithm to achieve the optimal numerical
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strategies because of the merits of it comparing tglayers in which each player can choose from fiypite
GA. many pure strategies has at least one Nash
The remaining structure of the paper is stated agquilibrium solution [11], [12].

following: Section two serves the explanation a th

Nash equilibrium solution and related theory; Secti  2.1. Bi-level program

three will analyze the merging of Nash equilibrium
solution and lambda algorithm and analyzing an
numerical example to illustrate the new Nash-lambd
algorithm; Section four will discuss briefly the
applications in safety and reliability optimizat&gn
Section five concludes this paper.

In the multilevel programming problem, tmetation

level is actually the sets of variables. For examnpl
i-level program, (bi-level programming) has two

sets of variables [9].

Definition 2 A bi-level program is the optimization

problem within which one optimization problem is

e , embedded in another one.

2. Nash equilibrium solution concept As a matter of fact, the formulation of a bi-level

The game theory is a applied mathematical brancirogramming problem can be stated simply as:
dealing with thebehaviour in strategic situations, in min_ £"(x,y) @)
which an individual's gain in making choices XaX,yaY

depends on the choices of the individual'sgypject to:

competitors. Game theory studies theory on the

rational side of social science in broad sense, g‘(xY)<0,

including humgn as well as non-human players e.g., yOargminf' (x,z) 3)
computers, animals, and etc., [10]. Zy

In n-player non-corporative games, the Nash g'(x 2 <0,
equilibrium is a solution state, in which an indival

player knows the strategies of the others and alsy/here

knows that no one can gain anything by altering any fU L R"x RY L R
individual strategy unilaterally while the otherselp ' | '

their strategies unchanged. Such a set of strategy 9.9 :R"x R’ - R"
choices and the corresponding payoffs constitute a x  R™

Nash equilibrium, [12]. y

Let (S, f) be a game withn players, in which YORY.

S=S$x S.--x Sis the strategy-profile set with the where the variableg are dummy variables.

i" player's strategy setS , i=12;,-n , and 2.2. Stackelberg model
f=t(f,(x)1,(x) ISthe payoff function. When each

(4)

S ) Decision making problems in decentralized
individual player decides to choose the strat&gy  organizations are often modelled as Stackelberg
then a strategy profilec=(x,-+-, %, )is obtained so competitions, which are formulated as two-level
_ _ mathematical programming problems [13], [19],
that the" playeri obtains payofff, (x). Let Xx,be a  [22], [23]. Conflict and cooperation among

strategy profile of all players except for th@layer.  individual players are an essential part of theegss.
Note that the payoff depends on the strategy grofil In the Stackelberg game model, there are two kinds

chosen, i.e. on the strategy chosen by plagsrwell of players; the player of the first kind chooses a
as the strategies chosen by all the remaining rgaye strategy at the start, and thereafter the playdghef

- - - d kind with knowledge of the player’s strategy
Definition 1 A strategy profile X*[1S is Nash second , :
equilibrium if no unilateral deviation in stratedpy of the first kind determines a strategy of the playt

o . . the second kind.
;na% ig]leldual player is profitable for that player In game theory, players are classified as a leader

the remaining ones as the followers. Stackelberg
Oi,x 0S, X# X: if( X, )*()2 if( X *2()_ (1) Model is a strategic game in which "the leader firm

moves first and then the follower firms move
A game can have either a pure-strategy or a mixedsequentially”, ...., the constraints for maintagnthe
strategy Nash Equilibrium, (in the latter a pure Stackelberg equilibrium is that "the leader must
strategy is chosen stochastically with a fixed know ex antethat the follower observes his action.
frequency). Nash proved that if we allow mixed The follower must have no means of committing
strategies, then every game with a finite number of
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to a future non-Stackelberg follower action" [13]. programming, which is named as Nash-lambda
"The Stackelberg model can be solved to find thealgorithm.
subgame perfect Nash equilibrium or equilibria Nash-lambda algorithm allowed program at each
(SPNE), i.e. the strategy profile that serves bash  loop of optimization evaluate two strategy objeetiv
player, given the strategies of the other playat an functions. A switch function to decide the rankadif
that entails every player playing in a Nashthe candidate solutions. If switch=0, then the
equilibrium in every subgame" [13]. algorithm according to leader objective function to
Definition 3 Let xOR" be partitioned ax:(x", Xb’), rank the candidate solutions. If switch=1, then the
algorithm according to follower objective functitm
rank the candidate solutiomemp! , TempRes

leaders’ followers
are two variables, which using to record the best
Df(s)u{m q|f(>‘<)= Dsgn%f f(x)} is the one of optimization result of leader, follower objective
_ _ dt function in the elapsed optimizatiog??. is the
rational reactions under functioh on the ses. _ _ e
. best fitness string of leader objective function at
To formally define then-player Stackelberg game

best . . .
model, letxOR" be the vector of decision variables CUTTENt 100P. Eqouers IS the best fitness string of
for all n players, and lekbe partitioned among  fojlower objective function at current oo™t _,
players with x 0 (X, %, % JOR™ , k=1,2;- n.

and a compact s&80 R". Let f:R" - Rand be
continuous on S . The set

Fl% are fitness values of €%  from leader,

N ) leaders QEaders
Note that) N, = N. The game model requires all fg|lower objective function evaluation respectively
n players takexfrom S, whose shape determines Similarly, F2 | Fl% are fitness values of

the ability of the leader player to affect the sét best
feasible choices of the follow players. Let followers
f:S . R, k=12, {fl(x), f,(x), fn(x)} the evaluation respecti\{ely. _

In pure strategy optimization:

If Fet  >TempRx® . Switch=0

from follower, leader objective function

set of continuous functions.

Definition 4 Letxbe partitioned ax =(x", ") with folers f°"f|’:VtV)ef5'
Else if E> >T et Switch=1,
X7 [ (Xl, XZ, ' *—1) and X0 (Xk, Xk+1,--‘ ' )@)  The leaders €MPHeader
End
levelk feasible regions‘( 0, (S™) recursively The above program code meaning, for leader
for k=23 n. objective function and follower objective function,

each different strategy optimization only allowed
jumping once at the algorithm. After one objective
function have a better fithess value, and then the
algorithm must turn to face another objective to do
the optimization. If the algorithm running towartds
Seader objective function optimization, one seldcte

The setS* collects the feasible outcomes resulting
from the rational reactions of players at lenel-
i=12:-k-1.. Hence S contains all of the

information necessary for playerto evaluate the
behaviour of these players. Given the preemptiv
first

decisions (%1, %2 ,...,%") of the firstn - k leading _ ) _
strings vectorg,,, must let all the candidate solution

Egﬁzgésbytrt]ﬁe (;);I);;?glrz::llc::,b?srcigleer:n which must be take the leader variables values givergly, .. The

meaning is, except®™s . other strings must co
(L"):maxfk(x) J —teaders J by

eaders’

the digits which represent the leader objective

s.t. ®) function variable 2 _ has. Similarly, if the
xSk, algorithm running towards to follower objective

function optimization, one selected strings vector

first

. €., must let all the candidate solution take the
programming , : \
follower variables values given bY:

llowers *

X =¥, i=k+1:---,n

This presents a nested multi-level
problem.

It is quite obvious that Stackelberg model, a pureThe optimization result is, after “step by step”say
strategy optimization may have only one Nashone time by one time altering optimization, if one
equilibrium, while mixed strategies could have way of the optimization is stopped, which meaning
finitely many Nash equilibria (at least one). The one way of the strategy is successful, a pureeglyat
lambda algorithm is designed for both pure strategyreaches the Nash equilibrium.

and mixed strategies optimization for bi-level |n mixed strategies optimization:
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If Fuers > TeMpFye, .o Switch=0 Yo, Y, SiN X+ 2Y,, V,,8in X+ 3Y,y.,sin x= 37.427
Else if F w2 TempRs,.. Switch=1, Y, SiN Yy, + Yp,siny,,= 0.4752
End Y,,SiNY,,+ ¥,,siny,, = 0.2705

The above program code meaning, instead of “step y, siny,,+ y,,siny, = 4.3722

by step” altering optimization, the algorithm alleév  The pure strategy made leader objective value

optimization continues jumping at one direction. regches maximum.

Only when the current best fitness is the besen A run of Nash-lambda algorithm 26 generations

of both leader and follower objective function, the ghow that (mixed strategy)

algorithm allowed the optimization towards to

another way. The optimization result is more

balanced in this way, which can give many more (Xl g >€) 0400016000800()‘

Nash equilibrium for different strategies. Thewlo (yn, )
(
(

chart of Nash-lambda algorithm is showing in Figure Vo, ygz) (0 7200,0.800p

1.
Yarr Yan) = (1.9968,6.000p

3. A numerical example

In this section, we consider a bi-level programmingW'th optimal objective values

with free followers in which the leader has a diecis
vector (X, %,, %) and the three followers have

=1,2,3see [1].

yil*.lytLZSin X1+ 2921*y22Sin X2+ 3*y31*y328in X3= 36711
yllsin y12+ ylZSin y11= 0

Y,,SiNY,,+ Y,,siny,,= 1.0440

Y21 SiN Yz, + Y, SNy, = 4.9058

decision vectorg y.,, ¥, )., i

mai(ﬁ Y11 Yiz SINX 2y, Yo, SINXF 3%’31)’32 sinx
o,

A run of Nash-lambda algorithm 44 generations

subject to:
X +X%+%<10,x=20,%= 0,%= 0,

(y;v Yizr You Voo 931*3’33 solves the problems

maxy,, siny;, + y,, siny;,

Y11 Y12

subject to:

Yirt Yo $ %, Y320, y,,20 (6)

maxy,; Siny,,+ Yy, Siny,,

Y21: Y22

subject to:

y +y22 X y21 O y2220

maxys,, Siny,, + Y,, siny,,
Y31, Y32

subject to:
Va1t Yo S Xy ¥2,2 0, ¥5,2 0

A run of Nash-lambda algorithm 120 generations

show that (pure strategy)
(x. %, %) =(1.0371,0.7698,8.11

(v vi,) = (0.6569,0.379p
(vau v,) =(0.3639,0.380p
(y31’ 32) 2 1396,5.970}3

With optimal objective values
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show that (pure strategy)

X, %, %) = (3.5833,3.1968,3.199!

(

(¥a ¥52) = (1.9833,1.600p
(¥ar. ¥2) = (1.5968,1.600p
(¥4 ¥5,) =(1.5999,1.600p

With optimal objective values

y;lytl.ZSin X+ 2921§/228in X+ 3*y31*y325in X5 -2.085
¥, Siny;,+ y,,siny;,= 3.4482
3/213In Yoo ¥ yzzsm Yor= 3.1955

Y1 SiN Y, + Y, SiNY; = 3.1985

The pure strategy made followers objective value
reaches maximum.
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Randomly Initial 3 strings vectogs, & , &* ;

Does the best fitness
satisfy the stopping

condition?

Out of the
loop, finished
optimization

If Switch==0, Select Ranked strings

Start looy *
+ A 4
Apply A Apply A Apply A
expagsion expanjion expals,ion
ong on ¢ on &
¢ expands & expands & expands Selecting first
tog g, t0e? , &2 , tog e, .
qll) €0 & €0 'Sy ranked 1 strings

2 2 2 3 3 3
&) G "9 &) % G

v

vector g™t

Selecting last ranked
1 strings vectog™!

v

A 4 /
N

Combine 15 vectors stings as one; using AOF metbatbine

all the leader and follower functions into two sepa functions

(leaders function) and (followers function)

Whether giemp

fleaders

followers

searching domain ? If yes, shrink the searchingadiopmeform the

Check whethee™ reaches the stationary probability you setup?
and Q‘emp satisfy the condition of shrink the
eaders

foll . ) ; . .
5 oTowers J selecting strings ie™" , denote ag™ . Flip vertical ofe™™ asa
Jast st o first Jast .
Rank the stri ol i | \ new vectord;sw. ers = instead ofe™ , &' respectively.
ank the strings separately accordingffg , an Also reformgleme and g™ to fit the new searching domain.
. . .. ollwers
ffouowersfltness values from maximum to minimum (best to K -
worst fitness)qnest and pest  are best fitness strings of two v
leaders €tollowers
different ohiective fiinction evaluati . .
\ v j Selecting strings
first
vector g™
best judge ] b If Switch==0, the
Fleaders’ I:Ieadersare fitness values Oéezzlers from fIea\ders’ ffollowers other candidate
objective function evaluation respectivesl{’iSt , v solution will take the
_ ollowers ] leader variables ]
Fé‘fl‘(’)?”eersare fitness values Ofpest  fromf . f Selecting values given by best Selecting
oltow ' . folowes s strings vector candidate solution. strings vector
objective functiorevaluatiol respectively e"flrst If Switch==1, the ast
ew . ew
other candidate
v solution will take the
v v follower variables
If F judge > T est If Fbest > T Fbest value_s given by .beSt
leaders = | €MPFgiouere followers = | €MPFgioners’ candidate solution.
Denote a: g®hange
Switch=0 Switch=0 A ; A
Apply/] comparison Apply/] comparison Apply/] comparison
operation operation operation
0-1-2-3- 4 0-4-3-2-1 0-1-2-3-4
v v

v

femp _ ebest
eaders ~ “leaders

If F best > TempFlbest

leaders = eader!’

Compare nev@

Compare nev@

Compare nev@
with worst fitnesss

: judge est fem — best . X . X
Else if F > TemnE? . a®mp a with best fitnesss with best fitnesss
v y
est _ est est — judge
Temp leaders — ' leader!’ Temp followers — Ffollowers A 4

v

[ Back to start loa ]

Figure 1. Bi-level programming using Nash-lambda
algorithm operation process
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4. Applicationsin safety and reliability — Cocnsiderir_lg Sfftlesrsc')Off GENC|OS
{ ost paid by or penal

Cost of energy not supplie

t

In this section, we will consider a few Nash-lambda
algorithm applications in the safety and reliakilit o o
field with the focus in Subsection 4.1. Then the objective function is

week G

4.1. Maintenance schedule problem A= 2 2((RCo) s (1-%) = # Y- B™°) (20)

g

In this subsection, let us examine a maintenancevhich is again a bi-level program suitable for Nash
scheduling application [18], where the authorslambda algorithm because the penalty paid by ISO
defined a new index, named lost opportunity cost ofneeds to be minimized.

market participation (LOCMP) since every The authors of [18] engaged simulation approach for
individual generation company (GENCO) targets toseeking the optimal solution. We engage the Nash-
maximize its profits except the reliability concgrn lambda scheme for searching the optimal solution.
which is monitoring constantly by the Independent The objective function we used is

System Operator (ISO). "ISO as a market supervisor ., &

is responsible for power system reliability A=) ((pt—xlpmam) Prag (1= ) = x3|p\gt) (14)

preservation" [17], and therefore a player in the v
dynamic game of GENCO against ISO. and the constraint sub-objective function is
The strategy of each GENCO will maximize the ek G
profits at the same time will minimize the LOCMP. LOCMP = Zz(pt ~(2% Py *+ ><3)) Prasg ¢ 3¢ Y« (15)
The LOCMP is calculated by be
week G and thus the bi-level program formation is
LOCMP= 3.3 ~(2 Bracgs +£)) Praa % (7) e 5)
where st (16)
B, Price for a strategy at time min LOCMP(x, %, %)
Pracg;  POWer generated by units in stage t (MW) Because we feel short of information, in the proble
a,f  Cost factors (i.eX,X,) formulation we identify three cost variable, x,, x; .
h Maintenance hours of unit at stage The Nash-lambda uses 36.1881seconds, 100 loops
Y, Maintenance status of units in stagé, or 0) for locating the equilibrium numerical solution:
Let % =99.840x, = 4.992x, = 0.0C (17)
C,. Production cost of generation units in stage
’ (e X,) which gives themaxA(x,,x, ,x,) = 3.3816+ 00¢
p"  Maintenance cost of generation units subject tomin LOCMP(x, ,x, ,x,) = 8.865&+ 00«
Then the objective function for a GENCO
week G 4.2. Anti-terrorism

A= Z‘Zg:((p‘ =Gy Puaa (1= %) = ' Y.) 8)  International terrorism has been a principal comcer

of policy makers and the public since the September
On the other hands, ISO as a player offers &1 attack, 2001, [7], [13]. "The West" and the "

disincentive strategy International Terrorist Organization (ITO)" are two
players in an incentive Stackelberg game model. [16]
penalty _ S ISG PAYMEN1 . . . .
P =% G 9) The objective function is
5 :
AxwV)==[€" (yx+y, wry,y) dr € 9 (18)
where 0
pfene Penalty Index and thus the optimization problem is
S Quadratic Penalty Index
(Elease_ ElROﬁerEd)z rnv!aX/\(X ,WyV) (19)
EIR™e Energy Index Reliability calculated by subject to
ISO

shows desirable reliability
EIRCered Energy Index Reliability calculated by
ISO
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Total effort:  F(x,x,)=x+ x;

%= F(x)=uw-o(y) w-ov+ { V);
f(%)=y(1-x) %; (20) e )T
a(v) =8y Best shot: F(x,%)=%0%;
h(v)=aV, Then the aim is
where max( p(F (% %)) (v + ) -(ax+ ¢ ) (15)

x =0  number of terrorists at tinte
v, 20 intensity of the West's terror control activiies The constraint is to minimize the agents' cost. The

attime t Nash equilibrium solution depends upon the regime
w, =0 number of ITO attacks at time t committed. Free-riding occurs under certain
f(x) endogenous growth of ITO at time t conditions. However, the functional form of
4=0  average number of terrorists killed or arrested F(x.x) in [20] and [25] is oversimplified, if

per attack _ F(x.%)is non-linear inx and x,, then the Nash-

g(v number of terrorists lost per terror attack due . . .
() to terror control efforts v({). Iambdg Tlgolrl'f[hm needs to step in for searching
p=0 rate at which terror control operations would numerical solutions.

deplete ITO if the West is on full counter-

offensive 4.4. Optimal maintenance services
h(Vt) growth of ITO at time t due to hatred caused | . . .
by collateral damage induced by (low- n this subsection, we consider the problem of
specificity) terror control equipment maintenance by an external subcontractor.
activities of the West. The owner of the equipment and the subcontractor
with y, B, anda being positive constants. are two players under non-corporative game. Both

The constraint should be the ITO wants to maximizeParts want the maximized profits [14]. This is a bi
the attacks' damages. It can be solved by a bi-levd@vel program and it is appropriate to use the Nash
program and hence Nash-lambda algorithm is able t¢gmbda algorithm to search optimal solution.

search its solution by changing the equality )

constraints into a set of inequality constraints in9. Conclusion

terms of additional explanatory variables. In this paper, we investigate the merging with Nash

L o equilibrium solution with lambda algorithm, which i
4.3. Reliability and freeriding a type of Bayesian network, [2], [3], [8], [17]. We
Another interesting of application is the problefn o have successfully created a merged algorithm and
the reliability of public systems. It is well-knowact ~ coded it in details, i.e. at bi-level program wittio
that the public systems cost the tax payers dearlyPlayers. Frankly, the numerical example in Sec8on
however, certain corner of the society (typically does not link to safety and reliability. Howevarsg
those never paid one cent for tax) always steal ofhiS example triggered our interest to investigate

damage these goods for self-benefiting. The problemiMerging and programming the new algorithm

X The effort tried by agefit= 1,2; the requirements iDefinition 2.1 To cope the spirit

of the conference, we give a detailed reliability
example in Subsection 4.1 for illustrations. In the
future, we will strive to increase the number of th

D(F(Xp Xz)) The pr_obability of successful
operation of the system;

K ;I;g?n r:&igss;ifeé\geeﬂaggn agf%e players first and then the 3-level, and so on. The
svstem: application examples in this paper are not detailed
cx T)lee cést paid by agenit from because of the page limitation and time-constraints

successful operation of the system. We will improve the paper in this aspect.

Then the expected social payoff

p(F(Xl’XZ))(VlHé) (ax+ e (14) This research is supported by the South African
As the specification OfF(Xl'Xz) , Sandler and National Research Foundation (IFR2010042200062)
and (IFR2009090800013), and by the University of
Cape Town Postgraduate Fellowship 2011. Authors
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