Journal of Polish Safety and Reliability Associatio
Summer Safety and Reliability Seminafslume 6, Number 2, 2015

Mazurkiewicz Jacek
Wroclaw University of Technology, Wroclaw, Poland

Network transport systems dependability analysiswith critical
situations discussion

Keywords

transport systems, quality, availability, critisitiuations, dependability, functional and reliajgilinodels

Abstract

The paper describes the analysis and discussitire dfansport network systems in case of the atisituation
that happens during ordinary work. The formal madgroposed —the point of view combines hardwa a
software resources as well as task definition arspadcher role. The types of failure, procedured an
methodology to reduce the consequences of themsyfstdts are pointed and categorized. The functiand
reliability measures are defined. The approach edetfing is based on the system behavior observatioa
definition of the critical situation sets are ceghby reliability, functional and human reasons.ririction on
the system structure and on a kind of distributiescribing the system functional and reliabilitygraeters is
the main advantage of the approach. The proposkdioso seems to be essential for the owner and
administrator of the transportation systems.

1. Introduction different types of service strategy are availalble,
_ we notice failures [10], [16]. If we think abouteth
The most often discussed methods of transport G ansportation system as combination of equipment,

LOCLfsedd on commodity movement according Ojnagirycture and human dispatcher we need to
eclared routes, using autonomous equipment,qivie the ordinary reliability models by

(vehicles) characterised by the capacity and based ¢ ,ncfional and dependability models to check the
prepared schedule. The presented class of transpatfsiem reaction for failures as well as to find the

systems is called discrete transport syst&@my. system efficiency changes after the dispatcher

We can find an example ddTS as a commodity e cisions [6], [26]. It is necessary for functiomald
transportation realised by trucks. The schedule o ependability models to expand the definition of

suchDTScan_ be not very precise against to coachesIproper (reliable) state of system. The transpanati
passenger airplanes or trains. Of course there a

N System works correctly if tasks are realised adogrd
situations where the schedule ought to be very] e agreement — it means the commodity is

preuie - prod?ctlve sys][ems W'or:kmg Without yyansported on schedule, with declared volume.
storehouses — for example — with remote CO-rqi res of vehicles and infrastructure deteriothee

operating parties [14], [27]. It is not trivial toodel  ghiciency of the system, but if transportationk@s
the transportation system properly for quality ande yegjised according to the agreement we can say

effipigncy estimation. The disprete transport syste i the system works correctly. In the real
definition presented below includes all elementsy;nsnortation systems it is possible to substitute
which have effect on service quality served by agome functions by similar functions operating by
supplier according to fixed strategy, real funcéibn 5iqys configurations, using different infrasturet

and reliability parameters of equipment. SUCNeqres and redefined schedule [7], [17]. This way
defined model combines both dependability andine gystem realises the task based on set of rsour

functional features. dlt aHOV\I’S toh mof?_el_ discr(fate called functional configurations. The resources
transport systems and to analyse the efficiendp®f  5;,41i0n is realised in dynamic way — modificaso

system if the number as well as quality of vehicles_are driven by the stream of tasks, failures and
changes. We can also test how the system works @ispatcher decisions [4], [9]. Complexity of this

the number and location of recipients vary Or o tions force lower level of its description tiata
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same time high level perspective on what is goimg o The technical infrastructure TI of the discrete
in the system. Regardless of the level of abstracti transport system is modelled as a directed graph [2
many of parameters should be defined or measuref6]:

to find the most accurate solution. Since some of

them are uneasy to measure we propose to useT] :<reloading places roads>:<RP, R> (2)
softcomputing [16] to model the system, since this

kind of model can be very useful for further anays

of the system. In result we provide an approach Olyvhere.

even an idea of the tool for network system

administrator. We call the approach as the RP:<A1 B’C'~-'> ©)
functional-reliability models of network system

exploitation. In this part we shortly describe et#1s  _ set of reloading places (Fig. 1),

of transport system Next sections provide the tetai

of the softcomputing approach necessary to _

reliability and functional description and analysis R= <AB’ AC, BC, >

the discrete transport system. The results show the

essential practical data in the function of the- set of roads connecting reloading places.
reliability parameters of the system. Paper endb wi

some general conclusion and remarks for the futuré reloading placeis a node of the discrete transport

(4)

works. system (a node in th&l graph) in which such
functions as parcels collecting in storehouses,
2. Discrete Transport System reloading parcels from one transport resources to

other one or to a storehouse may be realised. The
The Discrete Transport System@TS is understood reloading place may be equipped with a storehouse
as a system of transport resources (e.g. vehiclesjwith limited capacity; e.gCa, Cs, etc.) and needs
transport infrastructure (e.g. roads) and asuch “mechanical tools” as cranes or fork-lift kac
management system (e.g. a dispatcher supported by a
computer system). In this way dependability Roadsare modelled as directed arcs connected to
(functional — reliable) properties of ti@TSdepend nodes of thell graph. Engineering parameters of the
not only on technical infrastructure of the systam  road are integrated into one representative measure
also on dispatcher decisions [23], [25]. Dispatchercalled average speeaf transport resource on this
decisions may be a reaction on traffic situatieng.( road segment (e.gag). Of course the average speed
a traffic jam, a temporary limitation of vehicleegal  depends of cargo, transport means type, direction o
on the fixed segment of a road), on infrastructuretraffic, day time or month time etc. Sometimessit i
faults (e.g. a truck with cargo is failed and islta  possible that/xg # Vea, but we can also assume the
be repaired), on functional system faults (e.goiatp  speed values are equald = Vga).
storehouse is overfilled or already sent parcets ar
not collected yet) [11], [22], [27]. The dispatcher System resourcesf the DTS are understood as
decisions are taken on the base of such differentollections of transport means, drivers and service
criteria as financial costs, system performanceteams which the dispatcher may use for transport
parameters, availability of renewal teams, posgjbil tasks realisation and for removing some disturb&nce
to access other routes, acceptability of parceln the system work. A system resource is described
delaying, etc. The Discrete Transport Sysfefisis by its functional (e.g. load capacity of a truck),

defined as [26]: technical (e.g. fuels expendable per kilometre) and
reliability parameters (e.g. mean time between
DTS:<TI, RESTT, |\/|5> (1) failures or mean time renewal) which may have

deterministic or probabilistic nature. Drivers deea
specific class of the system resource [14], :
where: p y [14], [261]
A transport taskTT is understood as a pickup of a
fixed cargo from the start node and a deliveryt o
final node according to assumed time-table. Of
course the transport task may be defined in more
complicated way, e.g. a cargo may be collected in a
few nodes and reloaded in several ones. Transport
schedule can be defined in different ways, for

Tl —technical infrastructure of the system,

RES- system resources,

TT - transport tasks,

MS — management system which is called
dispatcher.
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example a cargo ought to be delivered to the nod¢he dispatcher chooses adequate system reactions.
before the end of fixed time-period, because antrai The dispatcher is supported by the computer aided

cannot wait for a truck with the cargo.

Faults and renewals of a discrete transport systemtables (planned and

tools to improve an assignment of system resources
to transport tasks, to compose system traffic time-
reserved for emergency

There are considered many disruptions in executiortonditions), to provide maintenance policies retdy

of the discrete transport systems. The failurethef
DTSresourceRES e.g. physical failures of trucks or
technical infrastructurdl (e.g. roads or reloading
devices) need to use adequate suchDXh& system

use both for normal and disrupted situation in the
system work. Because there are a lot of people
involved into the system work the dispatcher should
take his/her decisions taking into account not only

means as service teams, garages, spare elementsocamputer system support results, but also based on

substituted routes. Generally, in these situationshis/her experience and his/her intelligence [6])],[1

“technical” system renewaprocesses are started on [18]. It is possible to define many classes of

with assumption of the limited resources [24], [26] dispatchers, who are working in harmony with

Other sources of thBTS system disruptions we can agreement between an transport employer and an

find in organisation and management matters: owner of the discrete transport system.pAssive

1) overloading of the technical infrastructure @f®a dispatcherrealises transport tasks agree to previously
reloading machines, etc.), defined conditions and schedules. He or she uses

2) traffic accidents or jams, earlier prepared lists of assumed@Sdisruptions and

3) dispatcher faults — he or she is not able tpkege lists of planned adequate system reactions in chse
the dynamic changes of the situation in thedisruptions. Atask oriented dispatches focused on

working DTSsystem. execution of selected task or its sets. He or shg m
works agree with such strategy as FIFO, LIFO, FILO
A C, - storehouse etc. A dynamic dispatchefs monitoring on-line a

system and takes decisions adequate to system
situation; of course the dynamic dispatcher cannot
work as a fantastic virtuoso manager. If more
detailed supporting data are prepared a priori, the
real dependability properties (performance and
reliability parameters) of the considerBd S system

are closer to expected. Dependability measures of
discrete transport systems are defined as global
values (e.g. system efficiency, financial profit or
loss) or as more detail measures such as a pripabil
of isolated task execution or a set of tasks redlia

a determined time interval [24], [26]. Functionada
reliable properties of a discrete transport sydtene

+ transport means
+ service teams
+ dispatcher

G

an effect on dependability measures at two
, _ _ fundamental levels:
Figure 1.Discrete Transport System — an idea 1. it is possibility to create a functional

configuration of the task or the set of tasks, that
means it is possibility to allocate needed system
resources for the transport task (or tasks)
execution,

it is possibility that the transport task is cothec
realised, that means allocated resources correctly
work during assumed time and the assumed cargo
Thedispatcherorganises a work of theTSsystem - is delivered according to assumed time-table.
available system resources are assigned to realisethe resources of all real systems are limitedhso t
tasks. The dispatcher administers logistics of asystem dispatcher has a significant impact on sglvi
transport firm based on the signed agreementghove given problems. His/her decisions concerning
specifying conditions of correct realisation ofesk  allocation technical infrastructure, transport ngan
or sets of tasks [23], [25]. Dispatcher decisions a service teams or reconfiguration of the system have
taken based on needs of assumed transport tasks afifipe taken up quickly and adequate to the sitmatio
according (if it is possible) to assumed properetim [4], [9], [16].

tables. When some disruptions (failures, fault€uoc

In these cases exploitation system renewal prosesse
are initiated by the system dispatcher. The prasess
very often consume more time and money than a
renewal of a “simple (physical)” broken technical 2
resource, e.g. a repair of a failed truck or a lift
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Figure 2 Dispatcher model in UML representation

3. Functional and reliability discussion distances If”, n=1...N) are constant during time
realisation of the contract [5], [7]. The correct
agreement realisation means we guaranteendtbr
recipient the medium in time-period [@("]. The
commodity is used by the recipient and we cannot
agree for the shortage of it to the end of time nwhe
the agreement is valid. So the dispatcher oughéto
[9]- _ ) _ , such chronicle of deliveries to fix the commodity a
Functional and reliable properties of a dlscrete,[he recipient at = 0 and to minimise the commodity
transport system have an effect on dependabilityyyerigaq at the end of agreement period. It mefams t

measures at two fundamental levels: deliveries should start and stop properly.
1. to create a functional configuration of the task or

the set of tasks, to allocate needed system
resources for the transport task (or tasks)
execution, N
2. the transport task is correctly realised, allocated
resources correctly work during assumed time
and the assumed cargo is delivered according to
assumed time-table.
The resources of all real systems are limited,hgo t
system dispatcher has a significant impact on sglvi
above given problems. His/her decisions concerning
allocation technical infrastructure, vehicles, sszv

Dependability measures of discrete transport system
are defined as global values (e.g. system effigienc
financial profit or loss) or as more detail measure
such as a probability of isolated task executior or
set of tasks realised in a determined time intdi&jal

teams or reconfiguration of the system have to be Ny DISPATCHER
taken up quickly and adequate to the situation [4], supported by
[7], [11]. computer tools

4. Transport system measur es Figure 3 The considereBTS

It is considered a discrete transport system Tasks — J The commodity is delivered to
(Figure 3. A supplier of medium located at the node recipient storehouse by vehicles with capadity

Z should deliver adequate quantity of medium tooperating circular between the supplier and renipie
consumer (nodesl;, ..., Ny) in time period @, ).  The vehicle failure elongates the time necessary fo
The supplier possesK identical trucks withu  task realisation by time-period of maintenance. The
capacity of each. It is assumed that routes and
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delivered commodity is used by linear moaéPt .
where W™ is the parameter of commodity
consumption in time unit. The agreement guarantees
that deliveries satisfy the average commoditye
consumption with fixed overload — we introduce the
parameter of protected level of resereg86].We do

not care about the limited capacity of the recipien
storehouse [14]. .
The transportation task is divided into three stage
based on actual state of recipient storehouse:
introducing deliveries, normal deliveries and reser

the commodity is transported from supplier to
recipient, return journey vehicle realises in
empty space,

vehicles started in unified time-periods called
cycles and they realised transport tasks:
commodity delivering, return in empty state to a
base,

each route is equipped by single maintenance
group, the repair time combines the real repair
time and necessary time to reach the failed
vehicle, maintenance is realised according to

consumptionKigure 4. FIFO approach,

e commodity consumption starts at the begin of
agreement time-period — so it is necessary to
store the volume of commodity and it is
necessary to start vehicle fleet little bit beftre
agreement starting point.

The main goal is to estimate the number of necgssar

vehicles, the state of recipient storehouse and the

proper moment to start the vehicles with the
commodity - taking into account guaranteed average

level of reserves in the recipient storehouse 19}

[13].

Number of vehiclesThe average number of
vehicles with capacity working for n-th recipient —
based on model assumptions and logistic - we can

storehpusestate
A0

stage 3

stage 1 stage 2

—w(m
delivery W

T

> _consumptin

N E—

tmto N O T

Figure 4 Storehouse state pith recipient

Vehicles — H The system include& vehicles estimate as follow:

with capacityu of each. The vehicle with load for

th recipient moves with constant average spéd o vv‘”)(1+ a‘”’) [ 5
and returns in empty state with speed. The K Du(v(n)’LV(nn] ®)
average speed covers a time period of additional

operations as: loading, unloading, breaks for drive
etc. The vehicles can fail and are repairable. Th
time to failure and time of repair are described by

exponential distribution with parametess:and . integer value. The final number of necessary vehicl

Infrastructure — 4z = {ite’; j = 1, 2, ...}. Routes . - :
and storehouses create the system infrastructihe wi to operate with alN recipients equals to:

fixed paths of delivery and distancé®,(n=1 ...N). v o\ e o

There are no alternative paths, the route parameter g z w (1"'“ )('.,. ' J (6)
allow to travel with maximum average speed for =1 u vy

each vehicle. The routes not fail, there are nificra

problems. We also relax the problem of limited The equations above are true if there are no
capacity of the recipient storehouse [5], [11]][14  barriers related to vehicles. If we add this kirfd o
Dispatcher — D The system is driven by static limitations the problem how to allocate the system
dispatcher working according to ready to use ptain f resources among the recipients is more sophisticate
time-period of agreement. The plan considers ajread The most typical solution is based on the supplier
defined hazards and proper solutions. The dispatcheprofits, operating costs and penalties if the agesd
decisions are taken by following rules: cannot be fulfilled. The equations (5) and (6) are
+ single agreement needd” vehicles fornth  absolutely correct if the vehicle fleet is perfgctl
recipient, reliable. If the time-period of agreement is sigraht
the fleet can lost very good dependability paransete
This way it is possible that the system owner’'s
profits are less than expected, he or she hasver co
additional costs of vehicle maintenance and héer s
has some problems to fulfii the agreement
conditions. If we use the overflow number of

Based on agreement conditions - penalty if the
evel of resources is lower than (1a#”) w™) — the
number of trucks we should round to the closer

K= i k™
n=1
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vehicles the costs grow up, we can meet the problercharacterised by capacity The key problem is to

of storehouse overload, or the queues of vehicledix time-period of single cycle — it means the mtd

waiting for unloading procedure [10], [14]. between starting points of the following deliveries
StorehousesThe actual state oh-th recipient [11]:

storehouse depends on the volume of delivery,

commodity consumption in time unit{’) and time- o= g u 1)

period of the agreement. The volume of delivery is c = 00{( ™) (n)\J

driven by: the number of used vehiclé®’), vehicle Lratjw

capacity (), distance from supplierl®), routes

quality, average speed of vehicle

(v, V™), reliability of vehicles 4=") and strategy

of maintenance. The state of storehouse is estimate

based on balance equation of average level o

resources fon-th recipient:

where: floor — the greatest integer value lower or
equal to argument
Task — Stage.3According to the agreement the
olume of commaodity in the storehouse should meets
he consumption to the time-momef™. The
dispatcher sometimes is not able to fit the dejiver
Elk(”)J cycles precise enough to start the last delivery
E, [m<”’(t)]: uﬁt—(ha(”))w(”) t (7) process properly earlier. The time overload
IT) + % (Figure 5 can be the time redundancy®fS
\ \'

where: R’ =T+t -T." (12)

E|[m”(t) - expected value of resources feth The value of time redundancy can be tuned based
on reliability parameters of the system elemenis [7

[9].

recipient calculated for time-period agreemeént][

E[k“’] - expected value of active vehicles fer
th recipient calculated for time-period, [f. ' < c(m ,i
Task — Stage. Beforet = 0 — begin of agreement ¢ | o
time-period — we have to collect in the storehdhse |, /T \ . Tx t
proper volume of commodity o ' L LB
me” — equal to the consumption process in time- { & 1 ° Jlime T
period [0, t”]. The starting moment of the | Mioducing redundancy
introducing deliveries can be estimated as follow: : formal begin endof  formal end
of deliveries deliveries of deliveries
0]
t{? = ceil I(n) , (8) , _ .
v Figure 5 Time redundancy déth recipient

Number of necessary vehicles to realise Stage 1: 5. Critical situations

(1+ (n)) () The working point of a unified network system is
k(™ :ce”[ath] 9) defined by specific values of functional parameters
u (resulting from the existing infrastructure — load
capacity of commodity carriers and the available
where: ceil — the smallest integer value greater ornumber of carriers, passing transfer limits,
equal to argument connection quality, availability and quality of
Task — Stage ZThe state of commodity in the handling equipment, route selection, etc.) and
storehouse is analysed. The commodity is taken tdeliability (mean time to elements failures, the
provide the production process — for example — anchumber of repair crews, the frequency and duration
the storehouse is refilled by cyclic deliveries. of traffic jams and other problems, machine renewal
Number of deliveries can be estimated as follow:  time, etc.). In practice, only some elements of the
system model may be treated as decision variables.
_ (1+ a(n))w(n)T(n) For example, a system designer may adjust carrier
d® =cell[ J (10)

capacities to the actual needs of the task but very
often, he or she has no possibility to choose the
o elements base on their reliability features. For
Number of deliveries meets the number of example, it is possible to choose a better throughp
realised  transportation  tasks by  vehiclesof the connection, but it is no chance to change th

u
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parameters of this part of the network. The point defined by the worst of circumstances (for
appropriate operating point of the network systemexample, the simultaneous maximum demand of
may be achieved thankfully to the dispatchingtasks, the maximum number of long-term traffic
mechanisms and the actions of organizational naturgams, outbreaks caused by different matters, etc.).
as: choosing the number of carriers and/or theThe decision variables and the parameters are very
number of repair crews, bypassing a blockedoften treated as random variables within appropriat
(overload) by traffic connections, rescheduling;. et tolerance ranges. The operation point of the system
Dispatching decisions concerning allocation of may be defined together with a multidimensional
services (functionalities) and resources can ddfise solid of tolerance that is created at the apprtpria
system reconfiguration necessary to accomplish theonfidence level.

planned tasks. The tolerance solid of the network system may be
The dependability analysis of network systems isused as a basis for estimating the risk of system
carried out to assess the degree of risk associatddults. It is worth noting the difference betweée t
with the implementation of task agreements. Noteintended ("built-in")  redundancy (functional,
that in this case, the risk is defined and asseased reliable) and pseudo-redundancies as a result of
likely to ensure the system performance underandom variables distributions, and therefore both
certain conditions. Another important issue is thethe system constructor and the dispatching
evaluation of the impact of various system mechanisms should exercise adequate caution in
parameters on defined measures of performancénese situations.

(performability,  dependability). Dependability The set of system operation points forms a system
synthesis of network systems is based primarily orefficient operation area defined in n-dimensional
proper selection of services and resources tollfulfi hyperspace of system parameters and decision
the functional requirements defined by users’ tasksvariables. The task of synthesis of the network
(the so-called. input tasks) — see functional fabé¢  system can be formulated as to ensure the gloflal ta
models [12], [20], [26]. performance for a specified number of carriers,
Optimization of system synthesis is carried outeblas choosing the appropriate delivery route and théscos
on the minimization of potential losses resulting do not exceed a fixed valuEigure 5illustrates the
from breach of contract. Since the parameters angroblem of selecting the operation point of the
decision variables of the process of network systemmetwork system taking into account the number of
synthesis are determined by nominal valuescarriers and repair utensils. The actual systertitgua
contained in the intervals of tolerance, thoughis measured by the availability parameter.

unlikely, is a scenario corresponding an operation

Critical system operation states
caused by economic reasons

TN\

PARETO OPERATION SET )

Acceptable level
of system availability

—

"

-
Min level of system availability
hyperplane

System 04 |

aaliabiliy N Critical system operation states caused

by reliability and functional reasons

S

e 110
105

Number of carriers

Number of system 50‘
utensils with redundancy

Max cost of systerﬁ utensils
hyperplane

Max cost of transportation

Acceptable cost -
of system utensils Acceptable cost hyperplane

of transportation

Figure 6.General idea of critical sets for network system
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The boundaries of the efficient operation arealshals identify weak point of the system by comparing
be determined on the basis of the acceptable obsts  few its configuration,

tasks, the maximum allowable repair time, and cose better understand how the system behaves.

of used infrastructure. The boundaries can beet f Based on the results of simulation it is possilole t
the expected values — the hyper-planes of maximunereate different metrics to analyze the systemasec
costs of working system and the hyper-plane of theof reliability, functional and economic case. The
minimum, but still acceptable, system availability. ~ metric could be analyzed as a function of different
It is easy to notice that the efficient operatioraa essential functional and reliability parameters of
may consist of many operating points, which arenetwork services system. Also the system could be
associated with different operating costs or rik o analyze in case of some critical situation (like fo
incorrect operation of the system. It is introdueed example a few day tie-up [24]).

concept of a critical operation point of the system The presented approach — based on two streams of
l.e., such an operation point within the efficient data: dependability factors and the features define
operation area that the occurrence of a singlal@ost by the type of business service realized — makes a
incident (e.g. damage of single system elementkstarting point for practical tool for defining an
causes a transient exit (e.g. for renewal timephdy organization of network systems maintenance. It is
the area of efficiency and an additional hostilerdv  possible to operate with large and complex networks
that appears during the renewal time (e.g. a traffi described by various — not only classic -
jam on one of the used routes) leads to systenh crusdistributions and set of parameters. The modebean
(e.g. interruption of the supply chain in a justiate  used as a source to create different measureso— als
operating system). for the economic quality of the network systemse Th
A subset of the critical operation points conséitut presented problem is practically essential for
the so-called critical efficient operation areatlbé  defining and organization of network services
system Figure 5 corresponds to critical system exploitation.
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simple consequence of change of "processReferences

parameters”, such as raising the intensity of dama?
of the systems elements as a result of their ugeeor [1] Banks, J., Carson, J.S. & Nelson, B.N. (1996).
Discrete-Event System Simulaticnd Edition.

result of unfavorable combination of circumstances - !
Prentice Hall, Upper Saddle River, NJ.

(adverse realization of random variables). For _
example, without necessarily changing the intensi] Barlow, R. & Proschan, F. (1996)lathematical
Theory of Reliability Philadelphia: Society for

parameter, too many carriers would be damaged at _ : :

the same time, and repair crews would be Industrial and Applied Mathematics.
overwhelmed. In extreme cases, it may lead to agl Bischop, Ch. (1996)Neural Networks for Pattern
Recognition Clarendon Press Oxford.

avalanche of hostile events, or even to crash the
system. [4] Burt, C.N. & Caccetta, L. (2007). Match Factor

for Heterogeneous Truck and Loader Fleets.
International Journal of Mining, Reclamation and

EnvironmentVol. 21, 262-270.

Caban, D. & Zamojski, W. (2008). Dependability
Analysis of Information Systems  with

Hierarchical Reconfiguration of Services. The
Second International Conference on Emerging
Security Information, Systems and Technologies,

6. Conclusions

We have presented a formal model of sophisticatgg]
network system including reliability, functional
parameters as well as the human factor component at
the necessary level of detail. The model is based o
the essential elements and features extractedtfrem

Discrete Transport System (DTS)Me pointed the
crucial conditions of the normal work of the system

The critical situation is described and discussed {6]

create the Pareto set — guarantying the possifdey/sa
operating points for actual network system.

The proposed approach allows performing reliability7]

and functional analysis of the different types of

network systems — for example:

« determine what will cause a "local” change in the
system,

* make experiments in case of increasing volume ¢8]

the commaodity incoming to system,

104

Cap Esterel, France, 25-31 August 200BEE
Computer Society Pres350-355.

Caban, D. & Walkowiak, T. (2002). Computer
Simulation of Discrete Transport SystepdXX
Winter School of Reliability93-103.

Duinkerken, M.B., Dekker, R., Kurstjens,
S.T.G.L., Ottjes, J.A., & Dellaert, N.P. (2006).
Comparing Transportation Systems for Inter-
Terminal Transport at the Maasvlakte Container
Terminals OR Spectrum, Vol. 28, 469-493.
Fishman, G. (1996)Monte Carlo: Concepts,
Algorithms, and ApplicationsSpringer-Verlag.



Journal of Polish Safety and Reliability Associatio
Summer Safety and Reliability Seminafslume 6, Number 2, 2015

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

Gartner, N., Messer, C.J. & Rathi, A.K. (1998])20]
Traffic Flow Theory and Characteristick: T.R.
Board (Ed.). Texas: University of Texas at
Austin.

loannou, P.A. (2008) Intelligent Freight
Transportation. Carolina: Taylor and Francig21]
Group.

Liu, H., Chu, L. & Recker, W. (2004).

Performance Evaluation of ITS Strategies Using
Microscopic Simulation. Proc. of the 7th
International IEEE Conference on Intelligent
Transportation System255-270.

Mazurkiewicz, J. & Walkowiak, T. (2004uzzy [22]
Economic Analysis of Simulated Discrete
Transport SystemArtificial Intelligence and Soft
Computing - ICAISC 2004, Springer-Verlag,
LNAI 3070. 1161-1167.

Mazurkiewicz, J., & Walkowiak, T. (2004Fuzzy
Economic Analysis of Simulated Discrete
Transport Systemin: Rutkowski, L., Siekmann,[23]
J.H., Tadeusiewicz, R., Zadeh, L.A. (eds.)
ICAISC 2004. LNCS (LNAIl)  Springer,
Heidelberg, vol. 3070, 1161-1167.

Michalska, K., Zamojski, W. & Mazurkiewicz, J.
(2009). Functional-Dependability Metrics for
Business Service Oriented Complex Informati¢a4]
Systems. Mendel 2009: 15tHnternational
Conference on Soft Computingdrno, Czech
Republic, June 24-26, 2009, Brno University of
Technology. Faculty of Mechanical Engineering.
234-238.

Podofillini, L., Zio, E. & Marella, M. (2005). A [25]
multi-state Monte Carlo Simulation Model of a
Railway Network System. In Advances in Safety
and Reliability. European Safety and Reliability
Conference - ESREL 2008, Kolowrocki (eds).
Taylor & Francis Group London. 1567-1575.  [26]
Sanso, B. & Milot, L. (1999). Performability of a
Congested Urban-Transportation Network when
Accident Information is Available.
Transportation Scienc&/ol. 33, No 1. 10-21.

Taylor, M.A.P., Woolley, J.E. & Zito, R. (2000).
Integration of the Global Positioning System and
Geographical Information Systems for Traffif27]
Congestion Studies. Transportation Research, Part
C (Emerging Technologiesyol. 8C, 257-285.

Vis, I.LF.A. (2006). Survey of Research in the
Design and Control of Automated Guided Vehicle
Systems. European Journal of Operational
Researchyol. 170. 677-709.

Walkowiak, T. & Mazurkiewicz, J. (2004).
Hybrid Approach to Reliability and Functional

Analysis of Discrete Transport System.
International Conference on Computational
Science, ICCS 2004, Springer-Verlag, LNCS

3037. 241-248.

105

Walkowiak, T. & Mazurkiewicz, J. (2006ruzzy
Approach to Economic Analysis of Dispatcher
Driven Discrete Transport System®epCoS-
RELCOMEX'06 International Conference, IEEE
Press, Poland, Szklarska Poreba. 366-373.
Walkowiak, T. & Mazurkiewicz, J. (2008).
Availability of Discrete Transport System
Simulated by SSF Toolln: Proceedings of
International Conference on Dependability of
Computer Systems, Szklarska Poreba, Poland,
June, 2008. Los Alamitos: IEEE Computer
Society Press. 430-437.

Walkowiak, T. & Mazurkiewicz, J. (2008).
Functional Availability Analysis of Discrete
Transport System Realized by SSF Simuldior
Computational Science - ICCS 2008, 8th
International Conference, Krakow, Poland, June
2008. Springer-Verlag, LNCS 5101, Part |I.
671-678.

Walkowiak, T. & Mazurkiewicz, J. (2010).
Algorithmic Approach to Vehicle Dispatching in
Discrete Transport Systemslin: Technical
approach to dependability, Ed. by Jarostaw
Sugier, et al. Wroclaw: Oficyna Wydawnicza
Politechniki Wroclawskiej. 173-188.

Walkowiak, T. & Mazurkiewicz, J. (201050ft
Computing Approach to Discrete Transport
System Managementin: Lecture Notes in
Computer Science. Lecture Notes in Artificial
Intelligence. Springer-Verlag,Vol. 6114. 675-
682.

Zamojski W. & Caban D. (2006). Impact of
Software Failures on the Reliability of a Man-
Computer System.International Journal of
Reliability, Quality, and Safety Engineeringpl.

13, No. 2. 149-156.

Zamojski, W. & Caban, D. (2007Maintenance
Policy of a Network with Traffic Reconfiguration
Proceedings of International Conference on
Dependability of Computer Systems. DepCoS -
RELCOMEX 2007, Szklarska Pgra, Poland,
14-16 June, 2007, IEEE Computer Society Press.
213-220.

Zamojski W. (2009). Dependability of Services
Networks.Proc. of the Third Summer Safety and
Reliability Seminar2009, SSARS 2009, Gask-
Sopot, Poland, 19-25 July 2009. Vol. 2, Eds
Krzysztof Kotowrocki, Joanna Sosrka, Enrico
Zio. Gdansk, Polish Safety and Reliability
Association. 387-396.



Mazurkiewicz Jacek
Network transport systems dependability analysik wiitical situations discussion

106



