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Abstract. The aim of this paper is to answer the question: Are the Łódź Hills useful for electrical energy production from wind energy or not? 
Due to access to short-term data related to wind measurements (the period of 2008 and 2009) from a local meteorological station, the measure 
– correlate – predict approach have been applied. Long-term (1979‒2016) reference data were obtained from ECWMF ERA-40 Reanalysis. 
Artificial neural networks were used to calculate predicted wind speed. The obtained average wind speed and wind power density was 4.21 ms –1 
and 70 Wm–1, respectively, at 10 m above ground level (5.51 ms–1, 170 Wm–1 at 50 m). From the point of view of Polish wind conditions, Łódź 
Hills may be considered useful for wind power engineering.
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year [9]. But this is contradictory to what was stated above that 
the period should be at least 10 years.

A solution to the problem is the application of Measure – 
Correlate – Predict method (MCP) [10]. It requires two short-
term data sets: one from meteorological station at given place, 
and the other one, so called reference dataset. The sets (here for 
the period of 2 years) are the basis of artificial neural network 
model training. After the training, the model is used to predict 
wind speed time series at a given place with the third, long-term 
reference dataset. The artificial neural network model is better 
than a mathematical function, because it better describes the 
correlation between the datasets being analysed, including many 
influencing factors. After positive verification of the model, 
wind energy resources at the given place can be evaluated 
considering the following parameters: mean wind speed, wind 
speed distribution and wind power at a given height, usually 
equal to the proposed wind turbine height.

The aim of this paper is to create the prediction model of 
wind resources at Łódź Hills. After the model application, wind 
energy resources will be determined, as well as usability of 
subject location for wind power engineering.

2. Location

Łódź Hills (Heights) are the southern part of the Mazovian 
Lowland. In the physico-geographical regionalization of Poland 
this Mezoregion has the number of 318.82 [11]. The landscape 
is made up of rolling upland. A few cities are located in this re-
gion, such as: Łódź (the largest), Zgierz, Brzeziny, Stryków and 
Rzgów. In the northern part of the region, Łódź Hills Landscape 
Park is located. Apart from the area of Łódź, where industri-
alised landscape dominates, the rest of the region has agricul-
tural character. Hence, this terrain may be convenient for wind 
energy developments. As stated in [12], Łódź Hills are located 

1. Introduction

Renewable sources of energy have been increasingly used over 
the recent years. Fossil fuels are running out, and some CO2 
emission limits are introduced, hence there is a strong need 
for looking for other energy sources worldwide, as well as in 
Poland [1]. One of free renewable resources of energy is wind. 
Wind energy might be converted by a wind turbine into elec-
trical energy. The nominal power of a typical wind turbine is 
not very high, it is equal to about 2 to 3 MW [2]. Often, many 
wind turbines are concentrated in one place and form a wind 
farm. The total cost of a typical farm is quite high (i.e. 200 MW 
land-based, USA): 1690 kW of installed power [3]. However, 
there is no other option, since, according to the European Union 
Directive, renewable energy share in the total energy has to 
amount to 20% by 2020 [4].

Efficient use of wind energy requires choosing a site with 
the highest possible wind speeds, as temporary, electrical power 
of a turbine is proportional to the cube of wind speed [5]. But 
the wind speed is too variable parameter. It can be described 
mathematically by means of statistical methods [6]. The value 
of wind speed is determined at the given site by the method 
of real measurement. There is a potential risk of measurement 
campaign execution at a period with higher than usual wind 
speeds. Hence, the measurements data should be available in 
long-term period of time, i.e. 10 [7] or 20‒25 years [8]. This 
kind of data is usually held by national meteorological services.

From the wind farm developer point of view, a waiting time 
of investment launching may not be too long. The measure-
ments period should be as short as possible: the standard is one 
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on the border of the beneficial and the highly beneficial wind 
zones, according to the classification published by the Institute 
of Meteorology and Water Management. In the whole Łódź 
Province, there are wind farms, i.e. at the Kamieńsk Mountain, 
in the vicinity of the cities of Głuchów and Słupia.

3. Measurement station

The short-term data were obtained from the meteorological mea-
suring station (Fig. 1), located at the Agricultural Experimental 
Farm (AEF) of Warsaw University of Life Sciences at Żelazna 
[13]. The station was at the height of 174 m above sea level (co-
ordinates: 51.875286 N, 20.112762 E). Wind speed was measured 
by anemometers at two heights: 6 m and 12 m above ground 
level (a.g.l.). Accuracy of the anemometers was 2%. Originally, 
data were saved as one-minute averages. For the purpose of this 
paper, data were averaged by 6 hours, as the reanalysis data. In 
this paper, data for two years: 2007 and 2008 were used.

(ECMWF). The time period of available data is quite long: 
1979 to present (2016). In this paper, reanalysis plays a role of 
reference meteorological station for the MCP method.

5. Methodology

5.1. Measure – Correlate – Predict Method. The Measure 
– Correlate – Predict method was first described by Derrick 
[18]. In this method, the required dataset consists of two parts: 
one-year measurements data from the given site and multi-year 
data from a local meteorological station. Beside the wind speed, 
the wind direction can be used [19]. The period of time, in 
which the measurements were made at the given site, has to 
be included in the long-term dataset from the reference mete-
orological station. Next, the correlation function between the 
data from the reference station and the site is calculated, based 
on the common period of time in both datasets. The last step 
involves using the correlation function for the calculation of 
long-term prediction at the given site [20]. Long-term data from 
the reference station are used as input data.

The correlation can be determined using different methods, 
i.e.: linear regression [19‒21], variance ratio [19], artificial 
neural network [22, 23], support vector machines [24]. A com-
prehensive and detailed review of many MCP variants is in-
cluded in [25].

The accuracy of the MCP method depends on various fac-
tors and changes at various locations. Mean wind speed pre-
diction error equal 3‒10% have been reported [20, 26]. From 
the point of view of energy yield, error of approx. 4% has been 
mentioned in [27].

In this paper, the data correlation was determined by an 
artificial neural network. An advantage of the artificial neural 
network is finding of a relationship between independent vari-
ables and a dependent variable even if the relationship is highly 
nonlinear [28]. As is stated in [29], the artificial neural network 
approximates a dependence between variables much better than 
any theoretical method.

5.2. Neural prediction model. The first part of data, were input 
(explanatory) variables obtained from the reanalysis (Fig. 2):
● day of year, in which the measurement was taken – d(1 ... 365),
● hour, in which the measurement was taken – h{0, 6, 12, 18},
● wind speed at the reference station measured 10 metres above 

ground level – v10(ms–1),

Fig. 1. Meteorological measuring station at Agriculture Experimental 
Farm (AEF) of Warsaw University of Life Sciences at Żelazna (2008)

4. Reanalysis

Meteorological reanalysis is the second analysis of meteoro-
logical measurements time series on the global [14] or regional 
scale [15]. Incorrect measurements are rejected, and the data 
from different sources are integrated. Mathematical model used 
for data description is constant, and it will remain the same in 
the future. Results of reanalysis are available at uniform grid 
of geographical coordinates [16]. In this paper data from ERA 
Interim Reanalysis were used [17]. The reanalysis was prepared 
by the European Centre for Medium Range Weather Forecasts 

ANN

Fig. 2. A concept of artificial neural wind speed prediction model  
(Own elaboration)
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● air temperature – t(°C),
● atmospheric pressure – p(hPa),
● wind direction – s(°).
The second part of data used for the construction of the model 
are from a meteorological station. The measurements were 
taken for the period of two years, i.e. 2008 and 2009. Wind 
speed measured 12 metres above ground v12(ms–1) is the output 
variable, Fig. 2. According to the data obtained from the meteo-
rological reanalysis, the results of measurements were averaged 
over 6 hours. 4 values were obtained for the following times of 
the day: 0:00, 6:00, 12:00 and 18:00.

In this research, there was a lack of easy access to long-term 
data from a real meteorological station, wchich was close to 
considered location. Hence, the data was taken from reanalysis.

Statistica package workspace (version 13) was used to 
analyse data and construct the prediction model. The input data 
were normalized. The proportions of training, test and valida-
tion data were: 70%, 15%, 15% rescpectively. Neural networks 
were tested for structure, the number of hidden neurons as well 
as the number of input variables were changed. The algorithms 
for artificial neural network training were: the BFGS (Broy-
den-Fletcher-Goldfarb-Shanno) and Scaled Conjugate Gra-
dient algorithms [30]. Initial weights were chosen, based on 
the random methods  using the normal and uniform distributions 
[30]. Sensitivity analysis was applied for that purpose. The best 
network was selected according to the following criteria: struc-
ture, values of correlation coefficients and mean squared error 
values (ESOS) for the training, validation and test sets:

 ESOS = 1/n
n=1

n

∑ (yi
real ¡ yi

model)
2, (1)

where: yreal, ymodel – real results and results from the model, 
respectively, n – number of trials.

Alfred Rappaport [31] defines sensitivity analysis in math-
ematical terms as a test specifying “how potential changes and 
errors in the values of parameters influence the output of the 
model”, as opposed to other scientists. The application of anal-
ysis in artificial neural networks is viewed in a similar way. 
This technique enables the determination of the relative impact 
of input variables on the network efficiency, by multiple testing 
a given artificial neural network after removing certain variables 
(Typically, according to the applied method of missing data re-
placement, the mean value is fed at the input of the neuron 
corresponding to the variable in question). It was assumed that 
the measure of sensitivity analysis is the quotient of errors ISOS, 
i.e. the quotient of the mean squared error ESOS(xi), omitting 
the xi variable by the means square error ESOS, obtained for all 
variables, determined by means of the artificial neural network:

 ISOS = 
ESOS(xi)

ESOS
. (2)

For each input the measurements were performed in ten 
evenly spread locations, with the minimum and maximum 
values being endpoints. During calculations, the values of the 
remaining input variables were set at medium level. For each 

dependent variable, a separate spreadsheet was created. The de-
tailed method of calculations was presented in [32]. Separate 
sensitivity analyses for training, validation and test trials might 
be performed. Global sensitivity analysis returns cumulative 
results for all samples. In the Statistica software the sensitivity 
analysis runs almost automatically, without the assistance of 
user.

5.3. Wind energy resources. The artificial neural network wind 
prediction model (MCP) gives time series of wind speed values 
at a given height above ground level (here: 12 m, v12 at Fig. 2). 
Hence, it is necessary to convert the wind speed time series to 
other heights, i.e wind turbine heights. The conversion may be 
performed using the power law (Hellman formula) [33]:

 vh = vref

µ
h

href

¶α
, (3)

where: vh, vref (ms–1) are wind speeds at heights: h and href  re-
spectively, α (¡) is the exponent. The latter can be determined, 
if the wind speeds vh1 and vh2 measured at two different heights 
h1 and h2 are known [33]:

	 α = 
ln(vh2) ¡ ln(vh1)

ln(h2) ¡ ln(h1)
, (4)

or, if the roughness lenght z0 is known [5]:

	 α =  1

ln
³

href
z0

´ . (5)

The roughness z0 can be estimated, based on Davenport 
classification [34, 35]. In eq. 4 annual average wind speeds have 
to be used [36].

Wind speed may change rapidly, its value varies very much 
at day as well as over the year. This variability can be described 
only by statistical methods, e.g. the Weibull probability distri-
bution [37, 38]:

 f (v) =  k
c

µ
v
c

¶k ¡ 1
e–(v/c)k

, (6)

where: f (v) is the probability of wind speed v, k is shape param-
eter (without dimension), c is scale parameter (ms–1). After the 
summation of eq. 6, cumulative Weibull distribution is: [39]:

 F(v) = 1 ¡ e
–
¡v

c
¢k

, (7)

where: F(v) is cumulative probability of wind speed. The k, c, 
parameters may be calculated by a linear regression method, 
after taking of natural logarithm from both sides of equation 
eq. 7 [39]:

 ln(– ln(1 ¡ F(v))) = kln(v) ¡ kln(c) . (8)

The regression equation then assumes the following form:
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 y = β0 + β1x, (9)
where:

 y = ln(– ln(1 ¡ F(v))) , (10)

	 β0 = – kln(c), (11)

	 β1 = k, (12)

 x = ln(v). (13)

The calculated coefficients, k and c, clearly characterize 
wind speed distribution at the given location.

Another parameter of wind resources is wind power density. 
It can be calculated using average wind speed vave(ms–1) as 
pave(Wm–2) [40]:

 pave =  1
2
ρ v3

ave , (14)

where: ρ is air density: 1.225 kgm–3 at sea level and at 15°C. 
Average wind speed vave is calculated from wind speed time 
series. The typical averaging period is one year. If the Weibull 
coefficients are available, wind power density pw can be cal-
culated by [40]:

 pw =  1
2
ρc3Γ

µ
k + 3

k

¶
. (15)

All the calculations, however, do not answer the question 
about the values of wind parameters sufficient for a given loca-
tion to be considered useful from the point of view of electrical 
energy production. In the USA, National Renewable Energy 
Laboratory recommends [41, 42] at least pave = 300 Wm–2 at 
50 m a. g. l. or pave = 150 Wm–2 at 10 m a. g. l. It corresponds 
(Eq. 14) to the average wind speeds vave equal 6.4 ms–1 and 
5.1 ms–1, respectively. In the UK, a two-year study of 57 lo-
cations carried out by The Energy Saving Trust showed that 
vave has to be at least 5 ms–1 or [43]. The report published by 
the European Environment Agency [44] contains the results of 
the calculation of wind energy generation costs across Europe. 
Onshore wind locations with speed classes lower than 4.0 ms–1 
were excluded from the analysis, due to unprofitability. Often, 
local administrative and economic conditions may have impact 
on economic viability of wind energy project. In Polish condi-
tions one can accept that one-year average wind speed should 
be higher than 4.0 ms–1 [45, 46]. Average wind speeds over 
6 ms–1 do not occur in Poland [46].

6. Results

6.1. Verification of the prediction model. The network with 
the best parameters (the greatest values of correlation coeffi-
cient for the validation and test set, and as close to each other 
as possible, with the least complex artificial neural network 
structure) was selected out of 20 networks, following a series 
of tests. The parameters of the selected multilayer perceptron 
MLP 6:7:1 are presented in Table 1.

Table 1 
Multilayer perceptron model of the wind speed MLP 6:7:1

Correlation 
coefficient 
(learning)

Correlation 
coefficient 
(testing)

Correlation 
coefficient 
(validation)

Error 
(learning)

Error 
(testing)

0.912 0.903 0.919 0.364 0.388

Error 
(validation)

Learning 
algorithm

Error 
function

Activation 
function 
(hidden)

Activation 
function 
(output)

0.358 BFGS 121 SOS Tanh Linear

Sensitivity analysis for this model indicates that the most 
significant input variables are, Table 2: wind speed at 10 metres 
above ground level in the reference station v10 (the most signif-
icant), day of year d, temperature t, pressure p in the analysed 
day. The direction of wind s and the time of the 24-hour day h 
are of lesser statistical significance. 

Table 2 
Global sensitivity analysis of the model MLP 6:7:1

v10[ms–1] d t[°C] p[hPa] s[°] h

5.563 1.299 1.115 1.054 1.027 1.009

An attempt to simplify the model by reducing the number 
of input variables to 4. As previously, 20 artificial neural net-
works were tested, and the best network was selected according 
the same criterion. The best model was multi-layer perceptron 
MLP 4:8:1 Fig. 3, whose parameters are presented in Table 3. 

Fig. 3. Structure of the artificial neural network MLP 4:8:1  
(Own elaboration)
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The correlation coefficients presented in Tables: 1 and 3 were 
statistically significant at an level of 0.05.

Table 3 
Multilayer perceptron model of the wind speed MLP 4:8:1

Correlation 
coefficient 
(learning)

Correlation 
coefficient 
(testing)

Correlation 
coefficient 
(validation)

Error 
(learning)

Error 
(testing)

0.908 0.901 0.916 0.380 0.394

Error 
(validation)

Learning 
algorithm

Error 
function

Activation 
function 
(hidden)

Activation 
function 
(output)

0.367 BFGS 75 SOS Tanh Linear

Sensitivity analysis of this model indicates that the rank 
of the same variables is similar, Table 4. The results, and the 
graphs of dependencies between the variables being analysed 
are almost identical, Fig. 4‒6.

Table 4 
Global sensitivity analysis of the model MLP 4:8:1

v10[ms–1] d t [°C ] p [hPa]

5.500 1.175 1.151 1.027

The graph (Fig. 4 shows linear dependence between wind 
speed measured at the reference station v10 and wind speed 
in the selected point at 12 m – v12, predicted by the artificial 
neural network model. The graph (Fig. 4) also shows that the 
correlation between these two speeds is smaller during the 
winter.

The presented graph (Fig. 5) shows that the speed values 
recorded at the measuring station increase together with the 
temperature, which confirms the observation about the character 
of changes during the winter, shown by the previous graph.

Fig. 6. Wind speed v12 from the prediction model versus the wind 
speed at reference base station v10 and air atmospheric pressure p 

(Own elaboration in Statistica)

Fig. 5. Wind speed v12 from the prediction model versus the wind 
speed at the reference base station v10 and air temperature t 

(Own elaboration in Statistica)

Fig. 4. Wind speed v12 from the prediction model versus the 
wind speed at the reference base station v10 and day of year d 

(Own elaboration in Statistica)

The last graph (Fig. 6) indicates that higher atmospheric 
pressure has inversely proportional impact on the value of wind 
speed in the measuring point. Comparison of the results of wind 
speed from the model MPL 4:8:1 with the real data from the 
period 2008 – 2009 was shown in Fig. 7.
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Table 5 
Data for calculation of wind profile exponent

Year vave6m[ms–1] vave12m[ms–1] α[– ]

2008 3.77 4.27 0.18

2009 3.45 3.89 0.17

2008 and 2009 3.62 4.09 0.17

Table 6 
Wind resource parameters on the different heights

Height  
a. g. l. [m] vave[ms–1] σv[ms–1] k [– ] c[ms–1] pw[Wm–1]

10 4.19 2.00 2.12 4.50 170.0
12 4.32 2.06 2.13 4.67 177.9
20 4.71 2.25 2.18 5.17 103.5
30 5.05 2.41 2.21 5.60 130.0
40 5.39 2.53 2.23 5.95 154.8
50 5.51 2.62 2.25 6.21 174.6

6.2. Wind resource. The application of the artificial neural 
network to the input data allows for obtaining wind speed 
time series at 12 m a.g.l. (v12, Fig. 2) in time range of 37 years 
(2016 ¡ 1979 = 37). For further analysis, this series have to 
be recalculated to other heights, e.g.: 10 m, 20 m, 30 m, 40 m, 
and 50 m a.g.l. This can be done by eq. 3, following calcula-
tion of exponent α from eq. 4. Necessary data are presented 
in Table 5. Average wind speeds vave6m and vave12m (at 6 m and 
12 m a.g.l.) are calculated, based on the measurements obtained 
from the meteorological station at Żelazna. Reanalysis data 
may not be used, because of the availability the wind speed 
value at 10 m a.g.l. only.

Despite notable differences between average speeds in par-
ticular years, the exponent alpha has almost the same value. For 
further calculations α is equal 0.17.

Table 6 presents average wind speeds at 10‒40 m, as well 
as standard deviations σv, Weibull distribution coefficients 

Fig. 7. Comparison of results from the model MLP 4:8:1 to the real 
dataset containing data for the period 2008‒2009

v12 [m/s] real

v 1
2 [

m
/s

] m
od

el

Fig. 9. Linear regression for the wind speed data at 12 m a. g. l.Fig. 8. Linear regression for the wind speed data at 10 m a. g. l.

k (eq. 11) and c (eq. 12), as well as wind power density pw 
(eq. 14).

Linear regression charts, which were basis of Weibull dis-
tribution coefficients calculations are shown in Figs. 8‒13. Dis-
tributions of wind speed at considered heights are presented in 
Figs. 14‒19. All these figures were prepared in Octave software 
(www.octave.org).

Linear regression models, described by equations (presented 
in Figs. 8‒13, describe the data very well, as the determination 
coefficients R2 = 0.98 reach very high values. Therefore, wind 
speed distribution at the examined location may be described 
by Weibull distribution. It is clear that greater height moves the 
maximum of Weibull distribution to the right, towards higher 
wind speed (Figs. 14‒19, Table 6). At this location, consider-
able fluctuations of wind speed occur. Table 6 shows that the 
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Fig. 10. Linear regression for the wind speed data at 20 m a. g. l. Fig. 11. Linear regression for the wind speed data at 30 m a. g. l.

Fig. 13. Linear regression for the wind speed data at 50 m a. g. l.

Fig. 14. Wind speed distribution at 10 m a. g. l. Fig. 15. Wind speed distribution at 12 m a. g. l.

Fig. 12. Linear regression for the wind speed data at 40 m a. g. l.
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value of standard deviation σv is close to half of the average 
speed vave. As a result, approximately 68% of all wind speed 
values lie within the range < vave ¡ 0.5vave; vave + 0.5vave >. 
Close examination of the values vave and pw from Table 6 may 
be useful for the evaluation of a given location towards its use 
for wind energy harvesting. The average wind power reaches 
quite low values, from 70 to 170 Wm–1, and it is at least twice 
lower than the value required in the USA, whereas the average 
wind speed is equal 4.21 ms–1 at 10 m a. g. l. and 5.51 ms–1 
at 50 m a. g. l. The latter value fulfils UK requirements only. 
However, from the point of view of wind conditions in Poland, 
the examined location may be used for wind turbines.

7. Conclusions

The developed artificial neural model for the assessment of 
wind resources was positively verified, and it is characterized 
by good quality indexes (correlation coefficient for the test set 
above 0.9, and graph of distribution of the results from the 

model and the real measuring data is cumulative). Sensitivity 
analysis indicates that the most significant predictors (statisti-
cally) are (from the most to the least significant): wind speed at 
the reference station, day of year, temperature and air pressure 
on the day, with the first factor being 5 times more significant 
than the other factors. The graphs of dependencies between 
the predictors and wind speed in the point being analysed indi-
cate that the dependence between wind speed at the reference 
station and the point being analysed is linear. Other predictors 
have smaller impact on the dependent variable, with tempera-
ture having directly proportional impact, and pressure having 
inversely proportional impact on the above mentioned variable.

Meteorological reanalysis is convenient data source for 
wind resource assessment, if there is no access to real long-term 
measurements from the local meteorological station. That was 
in this case. The measure – correlate – predict concept allows to 
restrict measurement campaign to only one or few years, which 
was applied to the examined location.

Łódź Hills have quite high fluctuations of wind speed. Wind 
speed distribution matches the Weibull distribution. The average 

Fig. 17. Wind speed distribution at 30 m a. g. l.

Fig. 18. Wind speed distribution at 40 m a. g. l. Fig. 19. Wind speed distribution at 50 m a. g. l.

Fig. 16. Wind speed distribution at 20 m a. g. l.
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power of wind is not as high as expected, it ranges from 70 to 
170 Wm–1. The average wind speed over 4.0 ms–1 means that 
this location can be useful for wind energy harvesting, form the 
point of view of Poland (local) wind conditions.
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