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1. Introduction 

The phase of selection is an important element among particular steps occurring 

in genetic or evolutionary algorithms. Due to selection operation, new populations 

i.e. sets of potential solutions are created. In literature we can find different methods 

of selection used in genetic algorithms, for example roulette method [1, 2, 3], elitist 

method [4], deterministic methods [5], random choice method according to the rest 

[1] (with repetition and without repetition), randomly tournament method [6]. But 

the most common selection methods used in practice are roulette and elitist 

methods. According to the schemata theorem, more copies are generated from the 

best individuals (chromosomes), the same number of copies are generated from 

average quality individuals, and the worse individuals are dying. However in the 

roulette selection the best chromosome (solution) can be destroyed and schemata 

coded in it will stop to spread out. To avoid this situation the elitist selection is used, 

in which the best individual found is remembered and replaces an individual with 

the worst fitness, in the next generation (when the best individual did not survive). 

With such an approach we know for sure that the best solution found will not be 

destroyed. In papers [7, 8] a modification of the roulette method has been presented. 

This modification depended on increasing survival probability for the best 

individual (surviving schemata existing in it) without guarantee that the best 

individual will pass to the next population for sure (thus, we assure a certain random 

factor during selection). This modification has been named a fan roulette selection 

(FRS). The results of test function minimization obtained using fan roulette 

selection presented in papers [7, 8] have been promising in relation to the results 

obtained using roulette selection, and elitist selection method. The fan roulette 

selection described in papers [7, 8] depends on increase of selection probability of 

the best individual in selection to the next population by simultaneous decrease of 
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selection chances for other solutions (individuals). In the fan roulette selection the 

relative fitness values for particular individuals i.e. the probability selection values 

of individuals passing to the next population have been modified using formula (1), 

and (2): 

* for the best individual 

���������	
� = ���������	
 + �1 − ���������	
� ∙ � (1) 

* for other individuals 

��������� = �1 − ���������	
� � ∙ ��������� + �����������
� ! " (2) 

where: 

rfitness’max – new relative fitness of the best individual; rfitnessmax – relative fitness 

of the best individual; a – parameter causing the “fan expansion” ∊ [0, 1]; rfitness’ – 

new relative fitness of chosen individual; rfitness – relative fitness of chosen 

individual; M – number of individuals in population. 

The value changes of selection probabilities for given individual (potential solution) 

for different values of parameter a are shown in Figure 1. 

 
Figure 1. Roulette wheel: roulette selection (a), fan roulette selection for different values of 

a (b, c, d, e, f) 
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However, the fan roulette selection algorithm presented in papers [7, 8] has a 

inconvenience, that is for low values of a parameter, besides increasing of selection 

probability for the best individual, the selection probability values of the worse 

individuals selected to the new population are also increased at the expense of 

average quality individuals [9]. In this paper a modification of the fan roulette 

selection is presented. This modification has been named proportional fan roulette 

selection (PFRS). The proposed method eliminates early described inconvenience. 

The effectiveness of PFRS method has been checked by minimization of ten test 

functions chosen from literature. Results obtained using PFRS method have been 

compared with results obtained using roulette method, elitist method, and the fan 

roulette selection method (FRS). 

2. Proportional Fan Roulette Selection – PFRS 

The proportional fan roulette selection depends on increasing the selection 

probability for the best individual selected to the new population with simultaneous 

proportional decreasing of selection chances for other individuals selected to the 

new population. In PFRS method the formula (1) remains not changed, but the 

formula (2) is changed to the following form: 

��������� = �������� ∙ $ ����������� �����������%
∑ ��������'(')*  ����������� + 1+ (3) 

where: 

rfitness’max – new relative fitness of the best individual; rfitnessmax – relative fitness 

of the best individual; rfitness’ – new relative fitness of chosen individual; rfitness – 

relative fitness of chosen individual; M – number of individuals in population. 

Depending on the value of parameter a, the values of selection probabilities for 

given individuals are changed as is shown in Figure 2. 

It can be seen from Figure 2, that probability of survival of the best solution in the 

next generation is increasing and the probabilities of survival for all other solutions 

diminish proportionally in the PFRS method. 

In the Figure 3, the relative fitness RF values of individuals shown in Figure 1a, and 

Figure 2a are presented for the purpose of more careful comparison of both 

methods. However, the β scaling coefficient values (see Appendix) for different 

values of a parameter are presented in particular columns of Figure 3. The β scaling 

coefficient is defined as follows: 

, = ���������
��������  (4) 
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Figure 2. Roulette wheel: roulette selection (a), proportional fan roulette selection for 

different values of a (b, c, d, e, f) 

and points out the ratio of relative fitness of individual after scaling (rfitness'),  

and before scaling (rfitness). 

The symbols used in Figure 3, are the same as in equations (1-3). 

It can be seen from Figure 3, PFRS method has better properties than FRS method. 
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Figure 3. Comparison of relative fitness RF and β coefficient values for different values of 

a parameter in fan roulette selection FRS and proportional fan roulette selection 

PFRS methods 

3. Description of Experiments 

Experiments were performed using evolutionary algorithm with individual 

representations in the form of lists of real numbers (each gene was represented by a 

real number from a given range). One point crossover and uniformly distributed 

mutation are used. The several test functions (from literature [1, 7, 8]) are chosen for 

verification and comparison of different selection methods (abbreviation GM stands 

for global minimal value): 

a) De Jong function F1 
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ix ; -5.12 ≤ xi ≤ 5.12; GM=0 in (x1, x2, x3) = (0, 0, 0) 
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b) De Jong function F2 
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c) De Jong function F3 
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d) De Jong function F4 
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e) De Jong function F5 
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and –65.536 ≤ xi ≤ 65.536,  K=500, cj = j, and 
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GM=0.998 in (x1, x2) = (-32, -32) 

f) Schaffer function F6 
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g) Schaffer function F7 
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h) Goldstein-Price function F8 
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-2 ≤ xi ≤ 2; GM=3 in (x1, x2) = (0, -1) 
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i) Six-humps camel back function F9 
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-3 ≤ x1 ≤ 3 and -2 ≤ x2 ≤ 2 

GM=–1.0316 in (x1, x2) = (-0.0898, 0.7126) and (0.0898, -0.7126) 

j) Coldville function F10 
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-10 ≤ xi ≤ 10; GM=0 in (x1, x2, x3, x4) = (1, 1, 1, 1) 

 

In Figures 4-8, the 3D graphical representations of each test function are shown. 

In the case of test functions having more variables than two (for example function 

F4 or F10), the graphical function representation based only on their two first 

variables have been shown. For test function F10, it is assumed, that variables x3, 

and x4 are equal to 1. 

 

 

Figure 4. Graphical representation of De Jong function F1 (a), and De Jong function F2 (b) 
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Figure 5. Graphical representation of De Jong function F3 (a), and De Jong function F4 (b) 

 

Figure 6. Graphical representation of De Jong function F5 (a), and Schaffer function F6 (b) 

 

Figure 7. Graphical representation of Schaffer function F7 (a), and Goldstein-Price 

function F8 (b) 
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Figure 8. Graphical representation of Six-humps camel back function F9 (a), and Coldville 

function F10 (for x3=1 and x4=1) (b) 

The evolutionary algorithms searched extremes of the test functions for different 

selection methods (roulette, elitist, fan roulette, proportional fan roulette). In the first 

experiment an evaluation of function minimum values which have been found by 

algorithms were performed. The evolutionary algorithm used for this purpose had 

following parameters: cross-over probability 0.5, mutation probability 0.1, number 

of individuals in population 100, the fan "expansion" a parameter value 0.3, number 

of generations 100. The computation has been repeated 100-fold. In Figure 9 the 

best function minimum values obtained after 100-fold repetition of evolutionary 

algorithm are shown. 

 

 

Figure 9. The best minimal function values after 100-fold evolutionary algorithm repetition 
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Figure 10. The average minimal function values after 100-fold evolutionary algorithm 

repetition 

In Figure 10 the average values of function minima after 100-fold repetition of 

evolutionary algorithm are shown. In Figure 9, and Figure 10, the symbols are as 

follows: TF - test function, GM - global minimum value, RS - roulette selection 

method, ES - elitist selection method, FRS – fan roulette selection method, PFRS - 

proportional fan roulette selection method. In both Tables the bold fonts represent 

the best obtained results. 

It follows from Figure 9, that the solutions found using the proportional fan roulette 

selection (after 100 generations) are much better than solutions found in the same 

run-time using roulette selection, and are better (or comparable) than solutions 

found using elitist selection. In comparison to fan roulette selection method (FRS), 

the better or comparable results in 8 cases on 10 possible have been obtained using 

proposed proportional fan roulette selection (PFRS) method. Also, average values 

after 100 repetitions (Figure 10) show that the proportional fan roulette selection 

(for selected parameter a) is more stable, than roulette selection or elitist selection. 

Described PFRS selection method has the least deviations of obtained results from 

the best obtained solution. It is understandable, because larger part of the best 

individuals has a chance to enter to the next population. The highest differences we 

can find for De Jong function F4, Goldstein-Price function F8, and Coldvill function 

F10. Those differences refer to both the best solutions found after 100 generations 

and average values of solutions found in 100 subsequent tests. In the case of De 

Jong function F4 it is probably caused by the fact, that this function has 30 

variables, what with mutation probability of order of 0.1, and population size of 

order of 100 causes that during one generation, approximately 300 genes can be 

mutated. This means that each individual in the population will undergo mutation, 

that is the searching will have more random character. It is possible to conclude 

from this, that the proportional fan roulette selection gives much better results, than 

roulette selection, and elitist selection in the case of existence of large number of 
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mutated genes in population. The results obtained in Figure 10 for PFRS selection 

are in 7 cases (on 10 possible) better or comparable with results obtained using FRS 

selection. In the second experiment it has been examined how fan "expanding" 

parameter a influences the solution quality found by evolutionary algorithm. Here 

only the value of parameter a was changed in the range [0; 1], and other algorithm 

parameters were as in the first experiment. In order to obtain more diverging results, 

two test functions have been chosen to this experiment: F4, and F10, for which the 

highest variations of average value have been observed (after 100 generations). The 

average values of test functions minima obtained after 100 repetitions of 

evolutionary algorithm (with FS selection, and PFS selection) for different values of 

a parameter are shown in Figure 11. In Figure 11, the bold fonts represent the best 

obtained results. 

 

 

Figure 11. The value of a parameter influence on obtained average values of functions 

minima 
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It can be seen from Figure 11, that in the case of function F10 better results in 

(lower function values) have been obtained using proposed PFRS method compared 

to FRS method in 14 cases on 21 possible cases. However, for function F4, better 

results have been obtained using PFRS method compared to FRS method in 13 

cases on 21 possible. Also, in the case of function F10, we can determine an 

approximate range of ax parameter values, for which better results have been 

obtained. This range is between 0.1 and 0.4. In the case of function F4, it has been 

observed, that the increase of a parameter values causes considerable improvement 

of obtained minimum values, and improves the algorithm convergence (more and 

more better results are found in the same time period). 

4. Conclusions 

In this paper the modification of fan roulette selection, named proportional fan 

roulette selection has been presented. Due to application of formula (3) the 

disadvantage (occurring in the fan roulette selection) depending on promotion of 

worst individuals at the cost of average quality individuals has been eliminated. 

Results obtained using proposed PFRS selection are in all cases better or 

comparable to results obtained using roulette selection, and elitist selection. The 

results obtained using proposed proportional fan roulette selection are in more cases 

(42 obtained results on 62 possible) better or comparable to results obtained using 

fan roulette selection. 
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Abstract 

In the paper modified version of fan roulette selection method named 

proportional fan roulette selection is presented. This modification depends on 

increase of survive probability of the best individual at the expense of worse 

individuals and often gives better results compared to other selections. Test 

functions chosen from literature are used for determination of quality of proposed 

method. Results obtained using proportional fan roulette selection are compared 

with results obtained using roulette selection, elitist selection, and fan roulette 

selection. 

Streszczenie 

W artykule przedstawiono proporcjonalną selekcję wachlarzową będącą 

zmodyfikowaną wersją selekcji wachlarzowej. Wprowadzona modyfikacja polega 

na zwiększeniu prawdopodobieństwa przeżycia najlepszego osobnika kosztem 

osobników gorszych, często dając lepsze rezultaty w porównaniu do innych metod 

selekcji. Do sprawdzenia jakości utworzonej metody zastosowano funkcje testowe 

wybrane z literatury. Wyniki uzyskane przy użyciu proporcjonalnej selekcji 

wachlarzowej porównano z wynikami uzyskanymi przy użyciu selekcji ruletkowej, 

elitarnej oraz wachlarzowej. 

 

Słowa kluczowe: sztuczna inteligencja, algorytmy ewolucyjne, metody selekcji 

 

 

 

 

 

 


