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The medical data and its classification have to be treated in particular way. The data should not
be modified or altered, because this could lead to false decisions. Most state-of-the-art classifiers
are using random factors to produce higher overall accuracy of diagnosis, however the stability
of classification can vary significantly. Medical support systems should be trustworthy and reliable,
therefore this paper proposes fusion of multiple classifiers based on artificial Neural Network (ANN).
The structure selection of ANN is performed using granular paradigm, where granulation level is
defined by ANN complexity. The classification results are merged using voting procedure. Accuracy
of the proposed solution was compared with state-of-the-art classifiers using real medical data coming
from two medical datasets. Finally, some remarks and further research directions have been discussed.

1. INTRODUCTION

Medical diagnosis support systems gained acceptance among physicians and are commonly
used in medical daily routines. Nowadays, these systems are often integrated into medical
devices. Despite the active research in this topic, even well-known and reliable classifiers
still tend to fail when faced with atypical data. Therefore, there is a continuous search for
new methods to tackle with arising challenges and to improve the quality of decision support
systems. In this paper a method for medical data classification is proposed, with fusion of
granules [22] produced using artificial neuron network (ANN) [12]. Multi-layer perceptron
(MLP) ANN proved to be a vital tool in classification and based on newly develop faster
learning method [12] its possibilities extended significantly. Therefore, the paper proposes to use
this method in connection with granular computing paradigm GC [23]. Using GC paradigm, the
data can be aggregated into many formal representations of information granules: intervals [11],
fuzzy sets [16], rough sets [7], shadowed sets [20], or probabilistic sets [10]. There are several
works, which prove the usefulness of this concept [18], [8], [13], [19], [17]. The granulation
method tends to generalize the information at the cost of losing the details. Therefore, multiple
levels (specificity) of granulation were proposed [5] to perform correct classification. This
solution allows using general classification and also takes into consideration particular data
sets. The accuracy of proposed method was compared with various classifiers: k-NN classifier
[3], fuzzy rules classifier [4], random trees [6] and Bayes network classifier [14]. The proposed
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method was verified using two archival medical datasets. The remainder of the work is organized
as follows. Section 2 presents a proposed method. The classification results are presented in
Section 3. Section 4 includes discussion with remarks on possibilities of further development
of the method.

2. PROPOSED METHOD

The proposed method bases on previous research [1], which proved that using the information
granules of different specificity (level) allows to increase the classification accuracy. Addition-
ally, the accuracy increase can be achieved by fusion of classifiers [2]. The medical diagnosis
is often taken based on the patients parameter analysis. In classical approach an information
representation is constructed, e. g. intervals. If the observed parameter is in appropriate interval
then given diagnosis is favored. Unfortunately, based on simple interval representation and one
granulation level some information is lost.

Therefore, justified granulation paradigm [21] approach is used with various representations
to tackle this problem. Instead of using intervals [11], fuzzy sets [16], rough sets [7] or other
representation, the weights of the neural network are used as granular model.

In contrast to previous works [1] [2], the ANN of various structures was used as granulation
mechanism. Intuitively, if the structure of ANN is simple (e. g. one neuron), the obtained
granule level is high. On the other hand, if the ANN architecture contains multiple layer and
multiple neurons per layer then the granule level is low. Therefore, the granule specificity level
is defined as the structure complexity of ANN defined by α = [0, 1]. The proposed method
as a parameter obtain the number of granulation levels (p=[1,...,n]). Using these levels the p
different ANN architectures are created. The number of neurons (n) and layers (l) for given
level αj j=1,...,p is defined as:

αj =

{
j−1
p−1

: 1 < j ≤ p

0 : p = 1
(1)

nj = αj ∗ (nmax − 1) + 1 (2)

lj = αj ∗ (lmax − 1) + 1 (3)

where:nmax - maximal number of neurons in layer, lmax - maximal number of layers.
The generated architectures (nj neurons in lj layers) are used as the knowledge at given j-th

specificity level. The example of ANN structures generated for p parameter equal to 3 was
ilustrated in Fig. 1

The final diagnosis is performed as majority voting of all specificity levels. If a tie occurred
while voting, the decision of ANN with middle specificity layer

⌊
αp/2

⌋
is selected. The method

diagram is presented in Fig. 2.
The proposed method was verified using two datasets containing real medical data. The first

database contains heart disease diagnosis [9]. The second database contains electrical impedance
measurements of freshly excised breast tissue samples [15]. These datasets have no missing
values. The datasets mentioned above can be characterized as follows:

• Heart disease: 13 parameters, 270 cases, 2 groups of diagnoses (angiographic disease
status), group distribution: ”>50% narrowing” – 44%, ”<50% narrowing” – 56%;

• Breast tissue: 9 parameters, 106 cases, 6 groups of diagnoses (tissue type), group distri-
bution: ”Connective” – 13%, ”Fibro–adenoma” – 14%, ”Glandular” – 15%, ”Mastopathy”
– 17%, ”Carcinoma” – 20%, ”Adipose” – 21%;

The aforementioned datasets were used in the calibration and classification process described
in next section.
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Fig. 1. The complexity of ANN network based specificity αj .

Fig. 2. The overview of proposed method.

3. OBTAINED RESULTS

The advantage of proposed method is only one parameter to tune, that allows defining a
number of ANN and two constant values: maximal number of neurons in layers, and number
of layers. Maximal ANN structure was limited by hardware limitations. The initial research was
performed on a standard PC computer with 8 GB RAM, therefore the border values of network
are lmax = 4 for number of layers and nmax = 30 for number of neurons. The calibration
process was performed on training dataset. Using 10 fold cross-validation the optimal number
of specificity levels was found (p parameter). As a test value the overall accuracy was used.
The results obtained for various p values was illustrated in Fig. 3.

The calibration shows that the best results are obtained using relatively small granulation
levels. In case of heart disease database it is p=5, while in case of breast tissue databases p=3
gives best results. Often, ties cause the decrease of overall accuracy in case of even number
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Fig. 3. The classifiers overall accuracy changes for different p values.

of classifiers. In case of the tie, the one of classification results are used as the diagnosis.
The calibrated method was verified using 10-fold cross validation, separately for two afore-

mentioned medical datasets. The method was run twenty times to reduce the impact of random
factors on obtained results. Proposed method using voting was than compared with well-known
classification methods. All compared methods were tuned using training set. Table 1 presents
the classifiers comparison result, where quality of classification was measured using the mean
overall accuracy measured based on twenty attempts.

Table 1. The overall accuracy of various analyzed classifiers.

Database
/

Method
Proposed method

Fusion kNN
+

interval granules
Random Forest k-NN Bayes Network PNN

Heart disease
database 82.6% 81.6% 79.8% 80.1% 83.1% 63.8%

Breast tissue
database 74.9% 75.5% 69.8% 69.1% 67% 53.8%

Then t-student test (t-test) was applied to compare the means of two classifiers results.
The t-test compares if obtained results from proposed method varies significantly from other
benchmark classifiers. The t-test results, using 95% confidence interval, showed that differ-
ence between proposed method and benchmark classifiers are considered to be statistically
significant, with exceptions bolded in Table 1.

The obtained results encourage further research of this method. In general, the method proved
to be most reliable and obtained results are closed to the results obtained by the best classifiers.
In case of heart disease database the method was second to Bayes network. In case of breast
tissue database, it was second to a method proposed by author in [2]. It is worth mentioning, that
in case of [2] method two parameters have to be tuned. Additionally, the Bayes network gave
slightly better result for heart disease dataset, however it provided one of the worst results
in case of breast tissue dataset. The proposed method, despite using ANN as classification
mechanism, offers a stable classification results. Stability was obtained by applying different
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granulation levels, which allows to avoid overestimation of algorithm. The drawback of the
method is simple voting mechanism. In future the weights for each classifier can be applied
based on the calibration process.

4. CONCLUSIONS

The paper proposes a fusion of multiple levels of specificity of granules constructed using
ANN. The specificity level is set by the structure of ANN. In this introductory research, the
simplest multilayer perceptron network was used. The level of specificity influences the number
of layers and neurons in each layer. As results the classification results offers generalized deci-
sions as well as specific ones. As it was proved, classifiers fusion offers higher overall accuracy
compared to a single classifiers. The results also shows that three and five specificity levels are
enough for correct classification. The results are consistent with previous research using interval
granules [2]. Obtained results are promising and proposed method can be considered to apply
in specialized medical expert systems. In the future the proposed solution will be extended by
improving the voting mechanisms by introducing the weighting of specific granulation level.
Furthermore, the method will be tested using arbitrary and fully connected neural networks.
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