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Abstract: The paper deal with devoting the problem of 
reliability prediction and modeling the functioning process of 
information and control systems (ICS), which are described by 
the Markov random process. The methodology of the study 
consist in considering ICS as Markov systems. Modeling the 
functioning process of information and control systems will 
increase authenticity and reliability of information from the ICS, 
as well as improve the efficiency of its work. As an example, the 
mathematical model of the functioning the computer system of 
the dispatch service is constructed in the paper. Mathematical 
modeling was conducted in the environment of MathCad. 
Mathematical modeling allows determining the average 
number of steps before system moves into the absorbing state. 
Taking into account the length of stay the system in each 
condition allows determining the average life of the system 
until the full failure. The development of model and technology 
for calculating the characteristics of stochastic systems allows 
investigating a wide class of such systems and determining 
optimal maintenance operation term in order to ensure 
reliability and reduce the waste on downtime. 
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Introduction 

Modern stage of development in the science and technology is characterized by complication and 
automation of the control process of complication technical systems and objects. Information and 
control systems (ICS) are used to control modern sophisticated technical systems. ICS is intended to 
analyze the internal state of the under controlled system or object and its outside environment. Based 
on such analysis, the ICS make a decision about the necessity for changes in the system working 
parameters or its operation mode. Modern information and control systems are extremely complex. 
Their operation requires high qualified staff, with the ability to correctly analyze and evaluate the 
authenticity, reliability, and accuracy of the information, provided by the ICS as it shown in Fedorov, 
Mihaylov & Suhih (1994) and Vorobev (1988). ICS is a connecting link between the controlled system 
(object) and the staff. In this case, the staff will initiate the control commands in the manual or semi-
automatic mode or perform the function of control in automatic operation. An example of modern ICSs 
can be on-board information and control systems of the modern aircrafts, smart cars and homes and 
other smart objects. The main structural element of any ICS is a computing system that generates 
information and controlling signals and performs calculations. There are two approaches for improving 
the ICS, independent of the type of controlled system: the formation the new principles (laws) of control 
and development the new methods and support means for decision-making based on the information 
from ICS. One approach to improve the ICS operational efficiency, as well as increasing reliability and 
veracity of information, which is prediction of ICS and controlled object, in general. The purpose of this 
paper is to simulate the process operation of the ICS, described by the Markov random process, as well 
as the development of the algorithm and computer model implementation in Mathcad. 

1. Literature review 

The issue of forecasting the state of the system, in order to increase its reliability, is considered by 
various authors as in a general reliability theory, and in the reliability theory of specific systems. In 
Ostreykovskiy (2003) has discussed the issue of renewable systems maintenance in order to increase 
its reliability during operation. In Derzho (2007), has proposed using analytical models for the 
quantification of maintenance periodicity. This allows determining the optimal periods of the 
prophylaxis based on the criteria of the restored elements reliability, the function of readiness and the 
functional of technical use. In Polovko (2008) are considered the use of the universal Weibull-Gnedenko 
distribution to determine the time to system failure, taking into account the stages of bedding-in, normal 
operation and aging of the system. In Finaev, Pavlenko & Zargaryan (2007) and Belyaev, Bogatyirev et 
al (1985) are considered, the simulated analytic-statistical modeling of the system. Furthermore, in 
Finaev, Pavlenko & Zargaryan (2007) are considered the use of the embedded Markov chain to 
determine the system`s containment probability in a certain state at the current stage of the process. 
Random Markov processes the most used for studying the processes of transition of a system from one 
state to another. Random Markov processes are considered in Tihonov & Mironov (1977). Their 
peculiarity is that the probability of any state of the system in the future depends only on the present 
state and does not depend on the past state and on how the system got to present state. In Turkeltaub 
(1966) are considered the maximum number of required tests. Therefore, the question of probabilistic 
models reliability of information and control systems are not review sufficiently. 

2. Research methods 

ICSs are characterized by the fact that at any given time they can be reside in one of probable state. 
The number of the system states depends on the number of system elements and the number of possible 
states each of them. To evaluate the reliability of such systems, a probabilistic model, which is described 
by the Markov process – the Markov chain, can be used as it shown in Barlou & Proshan (1969) and 
Cherkesov (2005). In the Markov chain, the considered system is divided into separate states

),,...( 1 nssS  , and at any specific time, the system is in one of these states. The probability of 

transitioning a system from one state to another depends on the current state of the system and does 
not depend on how the system has reached its current state.  



ISSN 2520-2979                           Journal of Sustainable Development of Transport and Logistics, 3(1), 2018 

 

‹ 62 › 

To describe any system, an initial probability vector ),...,( 1 nqqq  must be given, where the 

element  iq  is the likelihood that current state of the system ,is  is a state that can be known or be 

determined by some probabilistic rule. 
In order to describing the behavior of the system with the aid of Markov processes, it is necessary 

to: 
– introduce the concept of the technical system state; 
– show all states in which the system is able to be; 
– make a state graph, that is, specifying the ways of possible direct transitions of the system from 

an state to another state; 
– to show in what state the system is located at the initial moment of time or to set the distribution 

of the initial states; 
– set the transition-probability matrix of the Markov chain from state i to state j for one step. 
According to a formula of full probability, we have the transition probability of the system in n-

steps: 
 

  .1

1

)(




mn

k kjij ppp
n

ik
     (1) 

 
This formula reflects the fact that in order to state transition from state i to state j in n steps, it is 

necessary, at first, to transit from state i to state k in (n-1)-steps and then transit from state k to state j 
in one-step. In the matrix form, formula (1) is written as: 

 

.)1()( PPP nn        (2) 

 
The Markov chain is completely specified by the transition probability matrix P in combination 

with the initial vector of states q. 
If the initial probability distribution of and transition probability is known, then state probability 

in the n-th step is unambiguously calculated by the formula: 
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In the theory of Markov processes, the following fact is established: for a finite homogeneous 

Markov chain, always exist limit probability ,lim )(n

j
n

j 


  that does not depend on the initial 

probability distribution. Probability distributions is called stationary. In this case, the values j  are 

unambiguously determined by equalities: 
 

.1.   j

j

iji

i

j p   

 
In the matrix form, this formula is written as: 
 

,1,0)(або
0

 


j

n

j

TT IPP   

where P is the transition matrix , and I is a unit matrix. 
 
For reliability research of large systems, two classes of Markov chains are considered: absorbing 

chains and ergodic chains. Absorbing chains are chains which has absorbing states; ergodic chains are 

chains that contain a single closed set with 0ijp  for .,...,1, nji   

When investigating of absorbing Markov chains are of interest the following values: 
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1. Transition probability to the absorbing state js , on the condition that the process began in a 

non-absorbing state .is  

2. The mean residence time of the process in the non-absorbing state is  until its transition to a 

certain absorbing state js . 

3. The mean number of step before the process transition to a certain absorbing state js  on the 

condition that the initial state is  is non-absorbing. 

These quantities can be determined by the transition probabilities of the transitions matrix R. In 
the general case, the transition matrix P can be represented in a canonical form: 

 

P=  
I O , 

R Q 
 
where I  the unity matrix, 0  the zero matrix, R  the matrix of transition probabilities from 

the unstable states in the absorbing, Q  the transition matrix from stable states in the unstable. 

 
The fundamental matrix of the absorbing circuit is the matrix .)( 1 QIS  For the absorbing 

Markov chain, the mean time (the number of transitions) to reach the non-absorbing state js , on the 

condition that the initial state is non-absorbing ,is  is equal to the element ijS  of the fundamental matrix 

S. The average number of steps before absorption, on the condition that at the initial moment the process 

was in a non-absorbing state ,is  is equal to the sum of elements of the i-th line of the matrix S. 

The space of states of the system, which consist of n elements, can be represented as a graph, in 
which each i-th vertex ),...,1( ni   corresponds to the i-th state and is characterized by the transition 

probability ijp  from the i-th vertex to j-th. 

3. Research results  

To illustrate how the space of states and the transitions diagram can be constructed for the ICS, 
consider the mathematical model of the functioning for the computer system of the bus fleet's dispatch 
service. 

The main element of the system is a computing center, which consists of two computers, included 
in parallel. One of the computers is running constantly and used directly to solve problems, and the other 
on stand-by or undergoing preventive maintenance. Preventive maintenance of computers is carried 

out after 0t  hours in operation. The system is constructed in such a way that if both computers pass into 

the state of preventive maintenance, it lead to stop its work. 
For convenience, we denote one of the computers with the symbol A, and the second one with the 

symbol B. Then the possible states of the system can be marked as follows: 
- )( aa BA  means that )(BA  is the main computer; 

- )( rr BA  means that )(BA  is in a reserve state; 

- )( pp BA  means that )(BA  is in a state of preventive maintenance. 

Let denote through 0t  – the planned period before the prevention,   – time of prevention. Assume 

that the hours in operation of computers to maintenance checkup and duration of maintenance checkup 

obey exponential laws tt etFandetF    1)(1)( 21
 under 0t  with parameters   and .  

Preventive maintenance of the system is desirable to organize in such a way that it can detect those 
failures that cannot be detected during the functioning of computers. In fig. 1 represent a diagram of 
possible system transitions in the state space. There are 5 possible states in the system, numbered from 
1 to 5. As vertices 1-5, we take all possible states of the system and conduct by arrows from each state i 

in each state j if the probabilities of transitions .0ijp  
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For example, if the system is in the state 1, this means that the computer aA  is used as the main 

one while the computer rB  is in reserve. If during the time 0t , which is measured from the moment of 

getting into the state 1, the computer aA  is in the state of 2, then the computer aA  goes into the state of 

prevention pA , and the main becomes the computer 
aB . Transitions of the system from one working 

state to another occur along the perimeter of the graph, as shown in the figure. If the main computer 
becomes preventive maintenance at the moment when the second is also in a state of prevention, then 
the system falls into the state of failure. In the considered system, the unfavorable state is state 5. 

 
Figure 1: The space of states of the system with two elements 

 

 
 

The considered process is represented by Markov continuous chain. The probabilities of its 
transitions are determined as follows: 

 

),(1)();()(),(1)( 220101201011  FptFtptFtp   
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where – ,1)(,1)( 21

tt etFetF   
tetFtFtFtFtF )(

2121 1)()()()()(   

accumulated distribution the minimum of two stochastic value and which are determined the system 
time before the maintenance checkup and the time of the maintenance checkup.  

The matrix of transitional probabilities in explicit form is presented in Table 1. 
 

Table 1: System transition probabilities 

N 
N 

1 2 3 4 5 

1 0te


 
01

t
e


  0 0 0 

2 0  )( e  )1(    ee  )1)(1(    ee  )1(    ee  

3 0 0 0te


 
01

t
e


  

0 

4 )1(    ee  )1)(1(    ee  0  )( e  )1(    ee
 

5 0 
2

1 2 e
 0 
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1 2 e
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The numerical values of the transition probabilities are contained in the matrix p , which is 
calculated by constructing the algorithm in Mathcad. For example, given the input data of the system, 

the probability of its stay in state 1 )( raBA  for a time interval ),0( 0t  is equal to .472,00

11 
 t

ep
  

The transition of the system from state 1 to state 2 )( ap BA  take place due to the transition of the first 

computer to the state of preventive maintenance, and the second – from the backup state to the state of 

the main. The probability of such transition equals to 528,01 0

12 
 t

ep


 and so on. 

4. Discussion of the results 

Let’s define the characteristics of the system operation process that characterize its reliability: the 
average number of system transitions from state i to state j; the average number of system transitions 
in state j from the state i before the system enters to the critical state; stationary distribution the 
probabilities of system states; the number of steps required by the system for the first achievement the 
state j upon condition that it is exit from the state i. 

Input information: hours in operation of system before transition in the state of maintenance 

checkup 240 t  hours, duration of maintenance checkup 1  hours, parameters .
24

1
,

32

1
   

Transition probability are defined in the matrix p. 
Solution algorithm in MathCad. 
Input data 

      
   

      

The numeric value of transition probability 
 

 
 

The matrix P is stochastic, whenever the sum of the elements of its rows is equal to 1. 
 

       

      

 
 
1) Let`s find the average number of the system transition in the state j from the state i before the 

system enters the critical state – state 5 )( ppBA . State 5 according to the classification of the Markov 

chains states is absorbing state. By eliminating the 5-th row and the 5-th column of the matrix pI  , 

which correspond to the state 5, where I is the unit matrix, we find the fundamental matrix 1C : 
 

                 
 

1:  Cm               
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m
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The values )( ijmm   determine the average number of system transition in the state j until they 

reach the critical state 5. From the matrix m it is seen that the system is in a state of 1 – 2,3 times, in a 
state of 2 -17,6 times, in a state of 3 -1 times, in a state 4 – about 8 times before it transition in a state of 
complete maintenance checkup – in the state 5. 

The average number of steps before the system transition to the absorbing state 5, provided that 
the initial state is non-absorbing, is equal to the sum of elements of the lines of the matrix m: 

 

          

 

2) Let`s find the probabilities stationary distribution of system states ),( ,...,21 n  . To do 

this, let`s define a matrix ,IpC T   in which the last row is replaced by the coefficients of the 

probability equation normalization ,1
1




i

n

i

  and also set the vector q of the second member of 

equation qCT   . 

 

                 
     )(:qT 10000  

 
The received stationary distribution of the system state 
 

          
 

 

Probability i  are characterized ratio the system duration of stay in the corresponding states. The 

largest part of the time the system stay in the state of 5, the lowest in the states 1 and 3. 
3) The mean number of system transition in the state j between two successive transition in the 

state i is defined as the probability ratio iand  j : 

 

                  

 
 
4) Quantity determination the steps, which required to the system for the first achievement of 

state j upon condition that it exit from the state i is of interest.  Denote this stochastic variable through 

.ijX  Let )( ijMM  , where ][ ijij XMM   is mean time before the first system transition from the state 

i into state j.  

The values ijM  can be determined from the following equation: 

 

.,...,1,,)1( njiPMPM ijkjij
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Diagonal elements of matrices M can be found using the stationary distribution probability of 

system states. Received: 
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)1.31.34.551.34.55(
1

:..1:..1:  RRnjni
i

i


 

 

Determination of the quantities )( ijMM   makes in n stages for ni ,...,1  and separate values 

of j. For each value of j (for example 1j ), we write the coefficients matrix of the system A1 and the 

vector of right-hand sides B in the form: 
 

 
 

Using a method of inverse matrix evaluate ijM  in the form of vector 

 

 
 

Continuing this process for nj ,...,2  , we define the required matrix M 

 

                 
 

 
The solution of the matrix M can also be obtained by applying a fundamental matrix for ergodic 

Markov chains 
 

1)]([  PIZ , 

 

where matrix П is a matrix in which the diagonal elements equals i , and all others are equal 

with 0. 
For ergodic Markov chains, M is determined by the formula 
 

,)1( DZEZIM   

 

where ./1,для0)( iiiijij DjiDiDD   

 
Calculations are made according to the following algorithm: 
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As we see, the matrices M and M1 coincide. This indicates that the applied algorithms are working 

correctly. 

Another useful feature is the number of restore. Denote through )(nN ij  the number of system 

transition in the state j in n steps, if the process begins with the state i. Let there  )]([)( nNMn ijij   is 

a mathematical expectation of magnitude ).(nN ij  In the theory of Markov processes, it is established 

that if the matrix P is ergodic, then 

а) ,

)(
lim j

ij

n n

n






 

б)  nZnn iij при)())((          

Conclusions 

The use of modern information and computing technologies can ensure the reliability and 
significantly can improve efficiency of the large technical systems. The developed model and technology 
of calculations of characteristics of stochastic systems gives an opportunity to investigate a wide class 
of such systems and helps in establishing optimal rules for their maintenance in order to ensure 
reliability and reduce losses of time and money caused by their downtime. 

Appendix A. Supplementary material 

Supplementary data associated with this article can be found, in the online version, at 
https://jsdtl.sciview.net 

Funding 

The authors received no direct funding for this research. 

Citation information 

Al-Ammouri, A., Al-Ammouri, H., Klochan, A., & Degtiarova, A. (2018). Probabilistic models 
reliability of information and control systems. Journal of Sustainable Development of Transport and 
Logistics, 3(1), 60-69. doi:10.14254/jsdtl.2018.3-1.6 

References 

Barlou, P. & Proshan, F. (1969) Matematicheskaya teoriya nadezhnosti (Mathematical reliability theory). Moscow: 
Sov. Radio [in Russian]. 

Belyaev, Yu. K. et al. (1985). Nadezhnost tehnicheskih system (Reliability of technical systems). Moscow: Radio i 
svyaz [in Russian]. 

Cherkesov, G.N. (2005) Nadezhnost apparatno-programmnyih kompleksov. (Reliability of hardware and software 
systems) SPb: Piter [in Russian]. 

Derzho, G. G. (2007). Kolichestvennaya otsenka vklada sistem svyazi v bezopasnost tehnologicheskih protsessov na 
zheleznodorozhnom transporte (Quantitative assessment of the contribution the communication systems 
to the safety of technological processes in railway transport). Moscow: GOU "UMTs" [in Russian]. 

Fedorov, S. M., Mihaylov, O. I., & Suhih, N. N. (1994) Bortovyie informatsionno-upravlyayuschie sistemyi (On-board 
information-control systems). Moscow: Transport [in Russian]. 

M1 I Z E Z1( ) D
M1

55.4

103.2

74.4

72.5

100.4

1.9

3.1

32.6

30.7

27.8

74.4

72.5

55.4

103.2

100.4

32.6

30.7

1.9

3.1

27.8

28.6

26.7

28.6

26.7

3.1






















T

Z   0.2 0.2 0.2 0.2 0.1( )

https://jsdtl.sciview.net/
https://dx.doi.org/10.14254/jsdtl.2018.3-1.6


ISSN 2520-2979                           Journal of Sustainable Development of Transport and Logistics, 3(1), 2018 

 

‹ 69 › 

Finaev, V. I., Pavlenko, E. N. & Zargaryan, E. V. (2007). Analiticheskie i imitatsionnyie modeli (Analytical and 
simulation models). Taganrog: Izd-vo Tehnologicheskogo instituta YuFU [in Russian]. 

Ostreykovskiy, V. A. (2003). Teoriya nadezhnosti (The reliability theory). Moscow: Vyisshaya shkola [in Russian]. 

Polovko, A. M. (2008). Osnovyi teorii nadezhnosti (Foundations of the reliability theory). SPb: BVH-Peterburg [in 
Russian]. 

Tihonov, V. I. & Mironov M. A. (1977). Markovskie protsessyi (Markov processes). Moscow: Sovetskoe radio [in 
Russian]. 

Turkeltaub, R. M. (1966). Metodyi issledovaniya tochnosti i nadezhnosti shem apparaturyi (Methods of investigating 
the accuracy and reliability of equipment circuits). Moscow: Energiya [in Russian]. 

Vorobev, V. G. (1988) Osnovnyie printsipyi postroeniya bazovogo kompleksa standartnogo tsifrovogo pilotazhno-
navigatsionnogo oborudovaniya (Basic principles of construction of a basic complex of standard digital 
flight-navigation equipment). Moscow: MIGA [in Russian]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
© 2016-2018, Journal of Sustainable Development of Transport and Logistics. All rights reserved. 
This open access article is distributed under a Creative Commons Attribution (CC-BY) 4.0 license. 
You are free to: 
Share – copy and redistribute the material in any medium or format Adapt – remix, transform, and build upon the material for any purpose, even 
commercially. 
The licensor cannot revoke these freedoms as long as you follow the license terms. 
Under the following terms: 
Attribution – You must give appropriate credit, provide a link to the license, and indicate if changes were made. 
You may do so in any reasonable manner, but not in any way that suggests the licensor endorses you or your use. 
No additional restrictions 
You may not apply legal terms or technological measures that legally restrict others from doing anything the license permits. 
 

 
Journal of Sustainable Development of Transport and Logistics (ISSN: 2520-2979) is published by Scientific Publishing House “CSR”, 
Poland, EU and Scientific Publishing House “SciView”, Poland, EU 

Publishing with JSDTL ensures: 
• Immediate, universal access to your article on publication 
• High visibility and discoverability via the JSDTL website 
• Rapid publication 
• Guaranteed legacy preservation of your article 
• Discounts and waivers for authors in developing regions 
Submit your manuscript to a JSDTL at https://jsdtl.sciview.net/ or submit.jsdtl@sciview.net 

 
 

 

https://jsdtl.sciview.net/
mailto:submit.jsdtl@sciview.net

	Probabilistic models reliability of information and control systems
	Introduction
	1. Literature review
	2. Research methods
	3. Research results
	4. Discussion of the results
	Conclusions
	Appendix A. Supplementary material
	References


