
Computer Science • 24(4) 2023 https://doi.org/10.7494/csci.2023.24.4.5640

Aleksandra Kawala-Sterniuk, Dariusz Mikolajewski,
Anna Bryniarska, Maria Myslicka,
Damian Czarnecki, Anna Junkiert-Czarnecka,
Adam Sudol, Emilia Mikolajewska,
Mateusz Pawlowski, Anna Wlodarczyk,
Piotr Walecki, Rafal Gasz,
Witold Libionka, Bartosz Panczyszak,
Mariusz Pelc, Jaroslaw Zygarlicki,
Henryk Racheniuk, Katarzyna Bojkowska-Otrebska,
Piotr Sterniuk, Edward Jacek Gorzelanczyk,
Raffaele Ferri

SURVEY ON THE MOST CURRENT
IMAGE PROCESSING METHODS
IN HUNTINGTON’S DISEASE DIAGNOSTICS
AND PROGRESSION ASSESSMENT

Abstract Huntington’s disease (HD) is a rare, incurable neurodegenerative disorder where

fast and non-invasive diagnosis targeting patients’ condition plays a crucial

role. In modern medicine, various scientific areas are being combined, such as

computing, medicine and biomedical engineering. This survey is focused on

the most recent image processing methods applied not only for the purpose of

diagnosing HD but also for the assessment of its progression severity, in order

to contribute to the effort to prolong life of and to improve its quality.
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1. Introduction

Huntington’s disease (HD) is a rare, incurable neurodegenerative disorder [31, 40, 89]

named after George Huntington who reported it for the first time in 1872 [5,28,55,59].

Initially the disease was named Huntington’s Chorea. The first cases, however, were

clearly described by John Eliotson in 1932 and the first paper concerning HD was

published in 1942 by Charles Waters [5].

As mentioned above, HD is a neurodegenerative disorder associated with motor,

psychiatric and cognitive disabilities [16,19,26,40,52,66,89]. It is caused by a cytosine-

adenine-guanine (CAG) trinucleotide repeat expansion in the huntingtin (HTT) gene,

which results in a mutant huntingtin (mHTT) protein with an abnormally long polyg-

lutamine repeat production [26, 55, 69, 82]. It is a single-gene disorder [59]. Most

symptoms develop during adulthood [82]. It is clinically characterised with impaired

voluntary movements, onset of chorea (involuntary ”choreoathetoid” movements),

dystonia myoclonic jerks and ticks, and some psychiatric symptoms (anxiety, apathy,

sleep problems, depression) [5, 26, 28, 52, 66]. Motor symptoms are the most char-

acteristic symptoms for the HD – chorea, which can cause problems with writing,

eating, walking and balance maintenance. The chorea can progress from occasional

face twitches to large, strong whole body movements. Motor-related symptoms can be

influenced by other conditions such as mental deterioration (stress and/or anxiety) or

physical conditions, e.g. infection [28]. Some impairments in several visual domains

have been also reported in HD patients such as among others visual object perception,

facial emotion recognition, visual working memory or visuo-spatial processing [66]. In

pre-manifest HD neither depression nor anxiety occur [28].

The HD causes progressive striatum neuronal degeneration [26]. In the early

stages of the disease progressive structural changes in the posterior cerebral cortex

can be detected, while frontal and temporal brain regions are less affected [16]. It

is also possible to notice mutant huntingtin expression in high cerebral white mat-

ter, which may indicate an important role of white matter degeneration in clinical

symptoms [52,66]. White matter loss is considered to be more highly associated with

cognitive impairment, which suggests particular importance for its integrity in the HD

clinical manifestations [52]. The HD-affected brain is also usually affected by neurode-

generation of caudate and putamen (its atrophy [75]; moreover, widespread neuronal

loss in the cortex and other brain regions have also been reported [40, 52, 66, 72].

There are no efficient treatments for this diseases, therefore biomarkers (observed

in e.g. MRI images) may help not only to diagnose, but also to monitor progress of

this condition [19,40,89]. Ultimately, the only way to help patients with the HD is to

apply only symptomatic therapies in order to manage and/or minimize their physical

and/or mental symptoms [19]. Most of the clinical symptoms usually occur between

30 and 50 years of age [20,59,76]. Typical life duration from the first diagnosis to death

is between 15 and 20 years [28, 52, 59, 76]. People affected with HD most frequently

die because of pneumonia, cardiovascular diseases, injuries due to falls, respiratory

disorders and suicide (the second most common cause of death) [1,11,28,59,76]. The
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age of death has been stable for the past 30 years. Also, no gender-related differences

have been found in the age of death, which proves that females affected with HD have

a larger loss of years [76].

In the Western population HD occurs in 4−13.7 individuals per 100, 000 [28,55];

however, the most recent UK studies suggest the number to be 12.3/100, 000 [28];

Japan, Taiwan and Hong Kong have a much lower incidence of HD of 1–7 per mil-

lion [28, 55, 59, 65]. One of the highest rates can be observed in Venezuelan commu-

nities living near the edge of Lake Maracaibo with the prevalence of 700 in 100, 000

people [28]. On the other hand, in South Africa it is possible to observe the disease

affects less the black population than the white and mixed ones, which may be re-

lated to the differences in the HTT gene [55]. It is said that it affects mostly people

of Northern-European origin [59].

Although it is considered as a generic disorder, 6–8% of patients with newly di-

agnosed HD have no family history, which may either indicate de novo mutations

(intermediate length alleles, sporadic cases), non-paternity, misdiagnosis in prior gen-

erations, or family members’ deaths prior any symptoms occurrence [28]. It is also

important to consider that HD has impact not only on people directly affected with

it but also on their living environment, families and friends [28,52,55,76]. As it pro-

gresses, there is a need for a long or even 24 hour care [55]. Also, many people with

HD commit suicide, with a risk estimated to be from 2 to 7 times greater than in

general population [5, 12, 19, 21, 22, 25, 77]. It is suggested that the risk of suicide

in HD is related to the fact that the disease is neurodegenerative, progressive, seri-

ously hampering functioning in many areas of the patient’s life, with the awareness of

the lack of effective treatment, and on the other hand, suicidal behavior is not related

to perseverative behavior [19,24,64].

This survey is focused on the implementation of modern image processing tech-

niques and their description for both, diagnosis and assessment of progression of HD.

This is because HD, like almost any other neurodegenerative disease, is at mostly

prone to therapy in a very early pre-clinical stage. As such methods (diagnostics)

can be considered among the others fully automated structural MRI classification

methods, which enable subtle neurodegenerative changes detection [43]. Imagining

techniques could be considered biomarkers, which may enable disease progression

tracking and efficiency estimation of applied therapies. For the purpose of prevention

or delaying neurodegeneration in premanifest patients, appropriate biomarkers may

play a very important role [28].

2. State of the art – neuroimaging techniques

The use of medical imaging for diagnostics purposes in clinical practice has a very

long history. It helps medical professionals to make the diagnostic and, later, the

treatment process more efficient and also allows automated detection, which eases

the whole process [43]. These processes are called computer aided detection (CADx)

and computer aided diagnosis (CAD) [3].
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As no cure has yet been found for neurodegenerative diseases such as HD, it

is essential and beneficial for the therapeutic success to recognise and implement

the correct therapy in the right patient at the right time. The technical support

of clinical practice, especially on the side of diagnostic imaging and the associated

computational analysis of large image data-sets is very important here. The number

of publications on HD in the PubMed database between 1949 and 2022 reached 14, 504

and is growing rapidly since the early 1980s, but only 1, 538 of these (10.6%) were

about medical imaging in HD, and only 664 of these (4.58%) were about the use of

Artificial Intelligence (AI) for the diagnosis and treatment. Thus, an urgent need is

evident to intensify the efforts of scientists, engineers and clinicians to improve this

situation [6,49]. This is fostered by current trends in the development of eHealth, but

also in preventive medicine, personalised medicine and precision medicine, aimed at

the development of Clinic 4.0 – medical equivalent of Industry 4.0.

Analysis of brain MRI images requires thorough knowledge of image processing

techniques and computer vision together with some fundamentals regarding disease

symptoms [67], it is because the MRI-based biomarkers can be particularly promis-

ing in HD due to their relative ease of use, cost-effectiveness and non-invasiveness.

Research to measure resting functional connectivity of MRI has become increasingly

common in recent years and is well established in neuroscience and clinical research

in neurodegenerative disorders. However, this is especially true of Alzheimer’s disease

(AD) and Parkinson’s disease (PD), whilst research in HD is limited, hence no definite

conclusions can be drawn [36,41].

In addition to more studies in HD, improved classification methods and for the

identification of changes in the resting network are needed, more sensitive than those

currently available and able to trace disease progression and the impact of therapeutic

interventions [39].

The non-invasiveness of MRI and the ability to use MRI to detect specific

biomarkers of neurodegenerative diseases such as HD provide a basis for early di-

agnosis, prevention and treatment of the causes of neurodegenerative diseases, rather

than just counteracting their symptoms [49]. The scientific and clinical problem is to

find markers reflecting very early lesions starting decades before the onset of clinical

symptoms.

Numerous image processing-based methods are currently being applied for the

diagnosis and assessment of progression of HD [20,40]. Usually, imaging techniques are

applied to find biomarkers for HD, in particular for its pre-manifest stage (preHD).

Despite rapid medicine development, neither cure nor therapy for this disease are

available [5, 20]; therefore, finding appropriate biomarkers plays crucial role at the

preHD stage in order to make the potential symptomatic treatment more efficient

and to improve life quality of affected persons [20].

The most common HD diagnostics route is genetic testing, HD diagnostics is

usually carried out with the use of prenatal genetic tests, which can be carried out

typically during 11–13th pregnancy week [28,59,65].
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To the most popular imaging methods belong: structural magnetic resonance

imaging (MRI), diffusion tensor imaging (DTI), functional MRI (fMRI), computed

tomography (CT) and positron emission tomography (PET), F-fluorodeoxyglucose

(FDG)–PET, magnetic resonance spectroscopy (MRS) [1,20,28,67]. In this paper the

Authors focused on their detailed presentation with some of some the most interesting

studies involving these methods based on Authors’ subjective choice, as it would

be impossible to mention and describe all studies on HD involving neuroimaging.

In Figure 1 various brain-imaging methods are presented.
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Figure 1. Various brain-imaging techniques [33,44,73]

Some of the most powerful tools applied for the assessment of progression of

pathology since its pre-manifest stage are neuroimaging techniques such as among

others, structural magnetic resonance imaging (MRI), which is a non-invasive tech-

nique used for studying structural and micro-structural changes in pre-manifest and

manifest HD gene carriers [20,40,67]. Structural MRI is one of the most widely stud-

ied imaging techniques for the diagnosis and assessment of HD [55]. MRI is useful

for the diagnosis of HD as it allows to see some brain-changes related to this disor-

der, even before its clinical manifestation, such as changes in brain volume and its

connectivity, which are visible on MRI-images several years before the HD clinical

manifestation. It also enables differentiation of HD from other disorders [1]. MRI

devices use strong magnets and radio waves in order capture particular body parts

enabling to show tissue anomalies. They provide a great amount of information and

enable three-plane visualisation: axial, sagittal and coronal. For the visualisation

purposes, water molecules of the examined tissue and the magnetization properties

of cell nuclei are used [67].

Structural MRI changes in HD are observed, as well as the association between

atrophy, white matter structural changes, iron deposition and clinical outcomes [86].

One interesting method for the diagnosis of HD in its early stage based on MRI,

is the Brain Age Estimation (BAE). Indeed, HD may have such an effect on some
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brain structures making them seem older. Various machine-learning (ML) and MRI

pre-processing methods are used for MRI-based BAE [67].

Functional MRI (fMRI) also enables showing abnormalities in either the pre-

manifest or manifest disease stages [20, 23, 28, 55]. It is very useful in assessing al-

teration in brain functions, in particular using task-based and resting-state fMRI

examination [16].

In one study [16] the authors used task-based and resting-state fMRI in order

to assess changes in BOLD (blood oxygen level-dependent) signals as a reaction to

visual stimulus. Additionally, brain functions in resting-state were examined using

functional connectivity analysis. In order to determine cortical changes in the vi-

sual cortex, cortical thickness of eight regions was examined (cuneus, fusiform gyrus,

inferior temporal cortex, lateral occipital cortex, lingual gyrus, pericalcarine cortex,

superior parietal cortex, and temporal pole). As a result, a significant cortical thin-

ning was observed in patients with manifest HD, while the pre-manifest HD patients

did not have any significant changes in cortical thickness. The authors evaluated their

results using voxel-based morphometry (VBM) analysis.

VBM analysis is a very interesting method applied in various neurodegenerative

disorders and can be treated as a biomarker. Its advantage is that it is automated

and easy to use and to apply for user-specified testing. The weakness of the method is

that biological differences can appear similar, depending on images obtained in various

ways and various types of corrections applied, which may lead to misinterpretations

of the results. This is because of the uniformity lack for this method [37].

Contrary to the above study [16], where it was stated that fMRI should not

be considered as a biomarker in preHD patients, the authors of another report [23]

showed that some fMRI activation in the right-frontal oculomotor cortex could be

efficiently considered as a biomarker also in preHD patients.

A very interesting MRI technique is the diffusion-weighted imaging (DWI), which

is usually applied for the purpose of in vivo water diffusion measurement and its ap-

plication in brain imaging relies on providing information about the white matter

fibre tracts microstructure (also in the pre-manifest stage) [55]. The technology on

which DWI is based is a powerful technique for inferring local fiber orientation of

fiber bundles, which enables the reconstruction of major pathways in the brain [66].

Interesting imaging method is a diffusion tractography for automated reconstruction

of eighteen major cerebral WM fiber bundles entitled TRActs Constrained by Un-

derLying Anatomy (TRACULA), as described by Rosas et al. [66]. Their method

applies global probabilistic tractography with anatomical priors. The TRACULA

allows quantification of the white matter differences in a very great detail, which

improves potential diagnosis of HD. The reported results were promising.

Another diffusion-based technique is diffusion tensor imaging (DTI), where the

diffusion process orientation dependence is measured. It relies on diffusion-induced

MRI signal loss as a function of diffusion-weighting gradient orientations and enables

the characterisation of the diffusion tensor at each spatial location [17, 45, 47, 81]. It
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also provides numerous parameters describing various aspects of the diffusion of bi-

ological processes and also enables to reveal specific tissue structures such as among

others, white-matter fiber tracts to detect their changes during particular disease

progression or regression [17, 45, 47, 81]. It can be applied in the diagnostic process

of various disorders, such as cerebral ischemia, multiple sclerosis, epilepsy, metabolic

disorders, and brain tumors [17]. The diffusion tensor imaging was used by Mag-

notta and his colleagues in their work [52] in order to analyse white matter changes

associated with HD development. They cross-sectionally imaged 31 pre-clinical gene-

muation carriers using diffusion tensor and anatomical brain imaging of patients with

a known HD gene mutation but without visible characteristic motor manifestation.

As a result, they reported a positive correlation with a 5-year diagnosis probability

in the putamen and a negative correlation in the external capsule, showing that dif-

fusion tensor imaging-generated scalar maps can be correlated with the very early

stage of HD and could be considered a bio-marker for the disease progression in

pre-manifest patients. Additionally, DTI has been also applied in other studies on

various brain diseases, such as Alzheimer’s disease (AD), mild cognitive impairment

(MCI), multiple sclerosis (MS), traumatic brain injury, and schizophrenia, etc. [45,52].

Myelin water imaging (MWI) in HD can detect and quantify changes not ob-

served with conventional medical imaging, and reduced myelin content may be as-

sociated with lower cognitive performance and poorer clinical presentation. MWI

thus provides insights into the pathophysiology and disease mechanisms of various

neurodegenerative syndromes [6].

PET imaging in HD uses radioactive tracers to detect changes at the molec-

ular level that could be used as markers of HD progression and to monitor treat-

ment response in HD gene expression carriers (HDGECs): changes in postsynaptic

dopamine receptors, cannabinoid, adenosine and GABA receptors, histamine and

serotonin receptors, brain metabolism, microglia activation, phosphodiesterase 10A

(PDE10A) [85] supported by plasma cytokines (small molecule p75NTR prototype

of the ligand LM11A-31) [74]. PET with the use of phosphodiesterase 10A tracer

enables detecting changes in preHD up to 25 [55] or even 43 [85] years before clini-

cal symptoms or even before the occurrence of white and grey matter changes [78].

2.1. Artificial intelligence, machine learning and deep learning

The above-mentioned MRI-based BAE method is formed on the two following fac-

tors: methods for MRI images processing (pixel-based, surface-based, or voxel-based);

generation of the applied machine learning (ML) algorithms (traditional or deep learn-

ing (DL) methods) [50,67,75]. They allow to differentiate between typical and atypical

aging of the brain since physical (real) age and predicted brain age may differ [51,93].

Basodi et al. [7] proposed a decentralized method of estimating MRI-BAE using SVM

regression models. It has been evaluated on three different sets of characteristics

(volumetric and voxel MRI structural data, resting MRI functional data). The key

problem is that some DL models for temporal regression apply for estimation only
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single input images instead using relationships between different images [34]. Zhang

et al. [93] combined efficiently four DL algorithms: SVM, CNN), GoogLeNet, and

ResNet so this computational problem can be considered complex, but close to the

solution.

The modern techniques, to which DL methods belong, allow to obtain more accu-

rate results. Recent rapid development of ML algorithms simplified the accuracy and

improved the results [67]. Applying ML algorithms to large data-sets (3158 patients,

44 motor, cognitive, and functional parameters) in HD showed that its onset can be

divided into nine identified disease states: 1–2 (early disease): 16 years, 3–5 (transi-

tion): 10 years, 6–9 (late disease): 10 years [58].

Image analysis relies on extracting appropriate information form images in an ef-

ficient way in order to improve the clinical diagnosis process. For this purpose various

ML-based techniques are being developed [2,3,8,9,14,57]. DL-based methods such as

neural networks are used for automated feature learning [3, 9, 15, 27, 53, 62], contrary

to traditional methods, where both appropriate features selection and calculation are

a very challenging task [3, 9, 46,70,87].

DL analysis methods are frequently applied in various scientific areas such as

computer vision, speech analysis, and natural language processing (NLP). They are

usually efficient in areas where a large amount of data is analysed [3, 56, 90]. They

also mimic human brain and human-like intelligence [3] including a variety of image

recognition and diagnostic tasks. Such AI-based models already have an accuracy of

over 90% [84], but it is worth making efforts to increase the dynamics and system-

aticity of research reports on diagnostic applications of AI. This can help to increase

the efficiency of clinical procedures and thus relieve the healthcare system.

Out of various DL techniques applied for biomedical images analysis – deep con-

volutional networks (DCN) are one of the most frequently used techniques [3,32,68].

DCNs are usually applied for: segmentation abnormality detection, disease classifi-

cation, computer aided diagnosis and retrieval [3]. Commonly used neural network

architectures have many optimizable parameters, and finding the best configuration

for them often means higher computational costs [88], so further interdisciplinary re-

search is needed into solutions that are fast, but cheap at the same time, and can be

used in clinical practice on a daily basis.

The use of AI solutions to analyze small data-sets from medical research is a rel-

atively new concept that has been more intensively used in the last 5 years, despite

the fact that the first publications on AI analysis of small data-sets are over 20 years

old. It has been assumed that traditional neural networks, as a data-driven method

in ML, are useful for the analysis of big data, e.g. for automatic rule extraction,

classification and prediction, also within hierarchical fuzzy systems. But it has long

been known that the medical sciences and health rarely have large, homogeneous

data, and are subject to more complexity than in any other scientific discipline. Pace

et al. [61] successfully conducted research on the segmentation of medical MRI images

in a group of 20 patients with congenital heart disease (CHD) using recursive neu-
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ral networks. Similar results were achieved by Henderson et al. [35] in AI-supported

oncology CT analysis in 35 patients. AI-based analysis of small imaging data-sets al-

lows to introduce truly preventive medicine and personalized therapy in rare diseases,

including HD.

Multifractal analyses, especially fractal dimension (FD) are finding applications

in the search for sensitive and specific biomarkers of neurodegenerative diseases and

dementia for diagnosing the disease and tracking its progression [4, 54, 91, 94]. Neu-

rodegenerative disease processes are usually associated with a decrease in the FD of

the brain observed independently of atrophy. A barrier to the wider application of FD

in HD is the non-specific complex temporal and spatial patterns. Technical factors

related to image processing and FD measurement are key to advancing diagnostics.

Belonging to multi-fractal analysis, the Hurst exponent allows the possibility of trend

reversal (e.g. therapy-induced reversal) to be identified [4, 91].

Fuzzy methods also have similar predictive power, in particular (for cyclic mea-

surements at multiple time points) directed fuzzy numbers, where the direction of

change is important [94].

3. Summary and conclusions

A summary of the current knowledge and experience, including a literature review,

points to the need for a deeper exploration of medical images and AI-based HD

biomarkers. HD as a rare disease seems to be beyond the focus of the largest projects

and research group dealing with IT support in medical imaging, so such reviews

are very important both to summarize current knowledge and experiences and to

stimulate further research.

This work presents a detailed review of the current method involving medical

image analysis, which could have significant impact on clinical diagnosis. In Table 1,

a summary of these methods is presented.

Table 1
Summary of the described methods

Method Description

Deep learning (DL)

methods [38,79,92]

Deep learning methods use artificial intelligence (AI) al-

gorithms; Commonly used in various types of automatic

recognition of objects and textures.

Convolutional Neural

Networks (CNN) [48,92]

CNNs are based on deep machine learning (DL) tech-

niques, which are widely used in many research domains

such as computer vision, speech analysis and natural

language processing. A very efficient and discriminant

method, but requires a very well-defined training set.

CNNs can be used in scene analysis in various analyt-

ical techniques.
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Table 1 cont.

Method Description

Magnetic Resonance

Imaging (MRI) [6, 48,63]

MRI is a medical imaging technique that obtains an im-

age of the inside of a patient’s body without disturbing

any tissue, which makes it an important tool in the diag-

nosis of many diseases; It detects the resonant frequency

of water molecules in the human body. Magnetic reso-

nance images can have a spatial resolution of as much as

50 ppi. Due to its non-invasiveness, it is very well suited

for imaging the brain in Huntington’s disease.

Positron Emission

Tomography (PET)

[13,29,71]

PET is a medical imaging technique, which obtains an

image of the radiation generated during positron annihi-

lation. The biggest disadvantage of this method is the

need to administer an isotope with a half-life of 110 mins

to the patient. The method works very well in the di-

agnosis of neoplasms, but from the point of view of HD

diagnostics, it is of limited applicability.

Histology [60,83] Histology is a technique of microscopic imaging of tissues,

which is not relevant for the diagnosis of HD in alive

patients due to the way the samples are prepared. The

examined tissues are frozen and then cut into very thin

layers, which are first photographed.

Computer Tomography

(CT) [48,71]

CT is a medical imaging technique using X-rays, which

enables to obtain a precise and multi-layered image of

the brain and its cranio-facial area. As the CT requires

a greater dose of radiation than conventional radio-logical

examinations such as X-rays, there are many contraindi-

cations to the use of this medical imaging technique.

Figure 2 shows what the detection of the edges of the affected areas of the brain

images looks like on MRI.

a) b) c)

Figure 2. MRI of the patient’s brain before implantation (a), after implantation (b)

and differences in brain images (c)
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Figure 2c shows the marked (black outline) areas where changes have occurred in

the brain. Such an image will then be segmented in order to determine the parameters

of the changes based on the morphological parameters of the individual segments

in the image.

3.1. Limitations of the current approaches

The current limitations of image processing methods in the diagnosis and assess-

ment of HD progression are the rarity of its occurrence and, consequently, the small

databases of HD patients managed over long periods of time (multiple measurement

points) with the same research and clinical methodology, the limited capacity of mul-

tidisciplinary teams such as the team of authors of this article, and the lack of time

and financial capacity to test all available computing technologies on the same groups

of patients in order to select optimal diagnostic and therapeutic approaches. In the

era of preventive medicine, personalised medicine and precision medicine, healthcare

units should be prepared to take action (monitoring, detailed diagnosis, therapy) at

the earliest possible stage on the basis of a mere prediction of the risk of developing

a condition; meanwhile, at present, they often end up diagnosing the absence of a full

set of clinical symptoms and moving on to periodic follow-ups with the assumption

that clinical symptoms will one day occur.

Treatment of neurodegenerative diseases is one of the key problems of modern

society and probably most beneficial in the very early, perhaps pre-clinical stages of

degeneration. In this paper, we have shown the usefulness of methods based on im-

age analysis for detecting degenerative changes characteristic of HD. Such methods

in combination with min. The availability of a Huntington’s disease (HD) genetic

test could be an excellent metric for the earliest diagnosis, as well as for assessing

the effectiveness of using image-only methods in asymptomatic carriers of gene mu-

tations [43].

The method shown in Fig. 1 is based on the detection of differences between

images of the same area of the brain at given intervals. However, repeatable ac-

quisition of brain MRI images in HD patients is extremely difficult. Patients with

movement disorders such as HD are unable to stay in one position for long periods.

It is impossible to acquire an MRI of the brain of an HD patient with exactly the

same angular distortion every time. The patient’s head can be tilted forward, back-

ward or sideways, which will cause the images of the individual layers to be taken

with different angular distortions. Therefore, it seems that the best way to segment

MRI images is to segment the entire ”stack” of images. This approach will result in

a spatial image (3D) of the selected brain segment. By using a sensitive differential

mechanism, i.e. Hilbert transforms [30], it will be possible to detect small changes in

the shape of the segmented areas.

3.2. Potential further research paths

The aim of future research should be define approaches using medical imaging applied

to HD, taking into account the main determinants of research efficiency: character-
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istics and homogeneity of the study and control group, structural versus task-based

functional neuroimaging (including fMRI); simultaneous fMRI and EEG, resting-state

networks, HD risk biomarkers, biomarkers of HD symptom severity, predictors of

treatment response and prognosis, efficient computational analysis, including fuzzy

and multi-fractal-based analysis. To achieve this, access to large structured databases

of HD patient outcomes and large interdisciplinary research projects using prototype

AI-based technologies are key.

There are still many unproven solutions in the field of artificial intelligence that

can aid HD image-based diagnostics. These include fuzzy models, but also a wide

range of biocybernetic and neurocybernetic models of the brain, ranging from fluid

models to biologically accurate models based on Hodgkin-Huxley point and compart-

mental neurons [18]. Artificial intelligence in image analysis for the needs of early HD

diagnostics is still waiting for new discoveries.

An alternative approach to image processing may also be based on template

matching [80]. This technique uses an image fragment (patch) which may represent

e.g. a degenerated/symptomatic fragment of a tissue and is trying to find such a match

in a reference image. Originally, this method was widely used for features extractions

purposes [42], but recently template matching is being successfully applied to com-

puter vision [10] where, as such, it may greatly contribute to develop innovative tools

and techniques for diagnostic purposes.
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Stejskal D., Matěj R., Kaňovský P.: Biomarkers of Neurodegenerative Dis-

eases: Biology, Taxonomy, Clinical Relevance, and Current Research Status,

Biomedicines, vol. 10(7), 1760, 2022. doi: 10.3390/biomedicines10071760.

[45] Le Bihan D., Mangin J.-F., Poupon C., Clark Ch.A., Pappata S., Molko N.,

Chabriat H.: Diffusion tensor imaging: concepts and applications, Journal of

Magnetic Resonance Imaging: An Official Journal of the International Society

for Magnetic Resonance in Medicine, vol. 13(4), pp. 534–546, 2001. doi: 10.1002/

jmri.1076.

[46] Lemercier P., Cleret de Langavant L., Hamet Bagnou J., Youssov K., Lemoine L.,
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