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Abstract: Non-linear, dynamic, non-stationary properties characterize objects of the iron ore beneficiation line. Therefore, for their  
approximation, it is advisable to use models of the Hammerstein class. As a result of comparing the three models of Hammerstein: simple, 
parallel and recursive-parallel, it was shown that the best result for identifying the considered processes of magnetic beneficiation of iron 
ore by the minimum error criterion was obtained using the Hammerstein recursive-parallel model. Hence, it is recommended  
for the identification of beneficiation production objects.  
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1. INTRODUCTION 

Providing metallurgical production with high-quality raw mate-
rials remains an urgent problem. The growth in mineral consump-
tion requires the expansion of the raw material base, ensuring the 
necessary quality of raw and marketable ore, and increasing the 
profitability of mining and processing enterprises (Abonyi et al., 
2000; Babuska, 1998). Over the past 20–30 years, the iron con-
tent in the extracted ore at the mining enterprises of Ukraine 
decreased by an average of 12.9% (Babuska, 1998; Babuska, 
1998). Considering the current characteristics of raw materials 
processed at processing plants and the state of technological 
equipment when forming control actions in automatic control 
systems allows optimizing the technological process and increas-
ing its technical and economic indicators. Thus, increasing the 
iron content in the concentrate from 64 to 65% allows in the sinter-
ing redistribution – to reduce ore consumption by 29–32 kg/t and 
fluxes – by 30 kg/t; in the metallurgical division – to reduce the 
consumption of coke by 2.6–2.8%, to increase the relative produc-
tivity of the blast furnace by 4.5–5%. All this helps to reduce the 
total cost of iron production by about 4% (Abonyi et al., 2000). 
This work aims to increase the efficiency of the automated control 
of the magnetic beneficiation processes of iron ores by developing 
theoretical bases and building predictive control of these process-
es based on Hammerstein models. Based on the results of the 
study and analysis of the problem of increasing the efficiency of 
automated control of iron ore beneficiation processes, the control 
concept and research objectives are formulated: 

 to develop and study the models (in the class of Hammerstein 
models) and methods for the rapid identification of iron ore 
beneficiation processes as nonlinear dynamic objects, consid-
ering the interchangeability of their properties; 

 to develop algorithms for predictive control of iron ore benefi-
ciation processes based on the Hammerstein models. 
The object of the study is dynamic technological processes 

and transformations in the presence of fuzzy and incomplete 
information that occurs during the concentration of iron ores, 
methods, and systems for automatic control of these processes. 
The subject of the research is models and algorithms for identify-
ing nonlinear dynamic objects, predictive control algorithms, an 
automated process control system (APCS) of iron ore beneficia-
tion. An analytical review of the work on the problems of automatic 
control of iron ore beneficiation processes showed that under 
conditions when the ore characteristics and the condition of tech-
nological equipment change, the final performance of the pro-
cessing plant is mostly dependent on the efficiency of automatic 
control of technological units, which is primarily determined by its 
quality information and algorithmic support. Effective control re-
quires the constant and rapid provision of a significant amount of 
data on the state of the control object (the content of the useful 
component in the product, the particle size distribution of the pulp 
at various points in the process, the concentration of the solid 
phase and pulp density, etc.), as well as high-speed algorithms for 
their processing with the aim of identification of the object and 
definition of control actions. 

The same tendency also occurs in mining enterprises of other 
countries. Reducing the metal content in raw ore increases the 
resource intensity of production and the cost of finished products. 
To solve the problems of the synthesis of automatic control sys-
tems of nonlinear non-stationary objects, operating under severe 
restrictions, which are imposed on state and control variables, the 
Model Predictive Control method (МРС) (Zubov, 2006) and its 
modifications – Adaptive Model Predictive Control have recently 
been actively used (Sanches and Rodellar, 1996). Simplified, the 
idea of these methods is to use the variable values extrapolated to 
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a certain depth in such a way as to minimize the future deviation 
of the system from the desired state during the formation of the 
control law, and thereby, ensure optimal control. At present, the 
Predictive Control paradigm has achieved such successes, includ-
ing in industrial applications, which is considered by many authors 
as an alternative to PID regulation for complex multidimensional 
systems (Rossiter, 2003).  

In (Zubov, 2006; Morkun and Tcvirkun, 2014; Sanches and 
Rodellar, 1996; Rossiter, 2003; Morkun et al., 2014a), various 
control schemes based on MPC are presented. The variant of the 
control structure proposed in Morkun et al. (2014a) allows multi-
criteria optimization with ranking criteria by priority. Most control 
facilities at the processing plants have both dynamic and non-
linear properties. The identification of such objects often causes 
significant difficulties. Some methods for the identification of non-
linear dynamic objects are considered in Ivanov (1991), Morkun et 
al. (2015a), Morkun et al. (2014b), Yucai (1999), Leontaritis and 
Billings (1987), Stoica (1981) and Morkun et al. (2018). As the 
analysis of these works shows, a common technique for identify-
ing dynamic nonlinearity is the artificial separation of these two 
properties. The object is represented by a set of nonlinear static 
and linear dynamic blocks. In this case, N. Wiener proposed to 
consider a sequential connection in the following order: a dynamic 
block, followed by nonlinearity (Morkun et al., 2014c; Li and 
Shchetsen, 1968; Yucai,1999; Stoica, 1981). An alternative vari-
ant is a nonlinear block, followed by a dynamic one, proposed by 
Hammerstein and was considered in Shi and Sun (1990), Ivanov 
(1995), Narendra and Gallman (1966), Leontaritis and Billings 
(1987), Sjoberg (1995) and Stoica (1981). 

In this case, a simple sequential Wiener model turns out to be 
more profitable for about half of the real objects than a simple 
Hammerstein model (Morkun et al., 2015b). However, in such a 
simple version, Wiener and Hammerstein models are used ex-
tremely rarely. In most cases, the object of identification is approx-
imated by various combinations of these simple models. In this 
case, as shown by the studies carried out by the authors (Morkun 
et al., 2015b; Shi and Sun, 1990; Ivanov, 1995; Verhaegen and 
Westwick, 1996), parallel and recursive-parallel models turned out 
to be the best by the criterion of ‘simplicity-quality’. These models 
are a parallel connection of single-type simple links. In papers 
(Morkun et al., 2015b; Shi and Sun, 1990), an essential feature of 
parallel models with an unlimited number of parallel branches was 
emphasized. The use of this class of models eliminates the solu-
tion of a complicated problem of choosing a model structure. 

The question of choosing the parallel model structure is no 
longer determined by the accuracy of the model, but by the possi-
bilities for effectively identifying its parameters. In this regard, the 
parallel Hammerstein model turns out to be more profitable, since 
it allows one-dimensional orthogonal identification algorithms 
(Ivanov, 1991), which do not impose any severe restrictions on 
the type of input test actions. The one-dimensional algorithms for 
identifying the parameters of the parallel Wiener model are not 
orthogonal (Young, 1977). Orthogonal algorithms for Wiener 
models are multidimensional and require significant computational 
resources. 

In principle, it is possible to use not only parallel models but 
also sequential models containing a set of series-connected sim-
ple models of Hammerstein or Wiener. However, this approach is 
not used in practice since it has proven difficult to formalize and is 
associated with simulation modeling, which requires significant 
computational resources (Morkun et al., 2015b). 

Recently, scientific papers have been published, which offer 

various options for increasing the efficiency and ease of use of 
Hammerstein models. So, in Ikhouane and Girib (2014) a unified 
framework for the identification of Wiener and Hammerstein sys-
tems that is valid for SISO and MIMO systems, discrete- and 
continuous-time settings, and with the only a priori knowledge that 
the system belongs to the set including Wiener and Hammerstein 
models is presented. The paper Ozer et al. (2016) studies the 
application of system identification of the Hammerstein model, 
which is a cascade of nonlinear second-order Volterra and a linear 
FIR model. The recursive least squares algorithm is used to de-
termine the parameters of the proposed Hammerstein model. In 
(Rébillat et al., 2010), it is shown that the cascade of Hammer-
stein models makes it possible to describe a large class of nonlin-
earities conveniently. A simple method is proposed based on the 
phase property of exponential sinusoids for identifying the struc-
tural elements of such a model using only one measured system 
response. Ma et al. (2016) discusses the problem of estimating 
the state and parameters for a class of Hammerstein state space 
systems with a time delay. Both process noise and measurement 
noise are taken into account in the system. Based on the ob-
served space form of canonical states and the separation of criti-
cal terms, a pseudo-linear regressive identification model is ob-
tained. For unknown states in the information vector, the Kalman 
filter is used to search for optimal state estimates. Least squares 
algorithms based on the Kalman filter and recursive least squares 
algorithms are proposed. In Chen and Wang (2015), the problem 
of parameter identification for a Hammerstein system with contin-
uous nonlinearity is studied. Taking into account the unknown 
structure of continuous nonlinearity, a Weierstrass approximation 
theorem is introduced to simplify nonlinearity. Then a stochastic 
gradient algorithm and an algorithm for optimizing a swarm of 
particles to estimate all unknown parameters of the Hammerstein 
system are proposed. In Chen and Ding (2015), the hierarchical 
least-squares algorithm is developed using the principle of hierar-
chical identification, which decomposes the nonlinear system into 
several subsystems with smaller sizes and fewer variables and 
estimates the parameters of each subsystem, respectively. 

Importantly, the degree of adequacy of the model obtained is 
determined mainly by considering different types of uncertainty in 
the identification of the object. A significant error in the input data 
leads to an error in the calculation of the target function and, 
consequently, to a significant area of uncertainty in the choice of 
optimal control and optimal operation of the system. In Tobi and 
Hanafusa (1991), it was shown that only the representation of 
several constraints as fuzzy makes it possible to obtain a stable 
solution under conditions of inaccuracy of information and fuzzi-
ness of production constraints, with an indication of a reduced 
degree of admissibility of this mode, that is, as membership func-
tions. Setting the problem in fuzzy form also significantly reduces 
the possibility of obtaining incompatible solutions for the calcula-
tion and optimization. In Abba et al. (2019), Hammerstein-wiener 
(HW), general regression neural network (GRNN), and non-linear 
autoregressive with exogenous (NARX) neural network, least-
square support vector machine (LSSVM) models were employed 
for multi-parametric (Hardness (mg/L), turbidity (Turb) (μs/cm), pH 
and suspended solid (SS) (mg/L)). The comparison of the results 
of modeling showed that HW served as the best model for the 
simulation of Hardness, Turb, and SS. Mete et al. (2016) present 
the Hammerstein model, which is obtained by cascade form of a 
nonlinear second-order Volterra (SOV) and a linear FIR model. 
Besides, the proposed Hammerstein model is optimized with a 
differential evolution algorithm (DEA). In Le et al. (2012), the 
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recursive identification of Hammerstein structures is investigated. 
A recursive algorithm is then developed to address the limitations 
in the approaches currently available. The linear and nonlinear 
parameters are separated and estimated recursively in a parallel 
manner, with each updating algorithm using the most up-to-date 
estimation produced by the other algorithm at each time instant. 
Chen and Wang (2015) study the parameter identification problem 
for a Hammerstein system with continuous nonlinearity. Consider-
ing the unknown structure of the continuous nonlinearity, the 
Weierstrass approximation theorem is introduced to simplify the 
nonlinearity. Then a stochastic gradient algorithm and a particle 
swarm optimization algorithm are proposed to estimate all the 
unknown parameters of the Hammerstein system. 

In Falck et al. (2012), consider the identification of Wiener–
Hammerstein systems using the Least-Squares Support Vector 
Machines based models. Their study illustrates that black-box 
models are a suitable technique for the identification of Wiener–
Hammerstein systems. Wills A. and Ninness (2012) examine the 
use of a so-called ‘generalized Hammerstein–Wiener’ model 
structure that is formed as the concatenation of an arbitrary num-
ber of Hammerstein systems. This approach is profiled using a 
Wiener–Hammerstein Benchmark example, which illustrates it to 
be effective and, via Monte-Carlo simulation, relatively robust 
against capture in local minima. Piroddi et al. (2012) analyse the 
performance of several black-box nonlinear model identification 
techniques for input-output models with polynomial nonlinearities 
on a benchmark identification problem. 

The number of works devoted to the construction of fuzzy 
models, fuzzy control, and its various aspects is growing steadily, 
an example of some of which may be Tobi and Hanafusa (1991), 
Abonyi et al. (2000), and Postlethwaite (1996). The Takagi-
Sugeno models have found wide application for the approximation 
of nonlinear systems, some examples of which were considered in 
Babuska (1998), Babuska (1998), Morkun et al. (2015c), and 
Kazuo and Wang (2001), in particular, there is a positive experi-
ence of using them to control individual objects of iron ore pro-
cessing lines (Morkun and Tcvirkun, 2014; Morkun et al., 2015c). 

2. MATERIALS AND METHODS 

A significant role in the application of MPC approaches is per-
formed by the model, based on which the future behaviour of the 
system is calculated. In order to make full use of the control capa-
bilities using the MPC theory, it is necessary to provide an effec-
tive and fast identification of the characteristics of the control 
object, which will allow forming a model of this object quickly. 

Therefore, when developing effective process control sys-
tems, the following essential aspects are relevant: 

 development of new control algorithms and identification 
methods that make it possible to effectively use the infor-
mation obtained, as well as considering the inevitable uncer-
tainty and inaccuracy in the description of the control object; 

 improvement of information support (improvement of meas-
urement accuracy, the ability to measure additional parame-
ters in the course of process control, the efficiency of infor-
mation provided for control).  
It should be noted that in recent years there has been a sharp 

increase in the number of studies devoted to the extraction of the 
fullest possible information about the control object (Ozer et al., 
2016; Ma et al., 2016; Chen and Wang, 2015; Chen and Ding, 

2015). To fulfil the goals of control, it is currently possible to use 
information not only in a formalized numerical form but also in 
linguistics, in the form of expert conclusions. Such work initiated 
intensive research based on the use of new mathematical applica-
tions in the field of identification and control. 

The ore beneficiation processes are spatially distributed multi-
dimensional automation objects with a complex, multi-connected 
structure. The beneficiation technological lines usually consist of 
several successively arranged stages, each of which includes the 
following main technological operations: grinding, classification, 
magnetic separation. The technological processes of ore pro-
cessing plants provide for multistage crushing and grinding of ore 
to prepare it for the next separation (Morkun et al., 2014b; Morkun 
et al., 2015a; Morkun et al., 2018). The purpose of these opera-
tions is to reveal ore aggregates and to isolate fractions of various 
minerals from each other by reducing the size of mineral grains to 
0.1 mm or less. As control objects, grinding units can be repre-
sented in the form of some operators that convert the vectors of 
input variables into vectors of output parameters. In turn, the 
output parameters of the grinding process must be considered as 
input for the next stage of the beneficiation process. Elements of 
the vectors of the output parameters of the grinding department 
are their qualitative and quantitative indicators. The main quantita-
tive indicators are feed productivity and finished class size produc-
tivity. The quality of the crushed product is characterized by the 
density or solid content in the pulp, the granulometric composition 
of the solid phase, as well as the quality indicators of the initial ore 
(content of useful components, mineral composition, etc.), not 
depending on the technological mode of operation of the grinding 
cycle. Thus, the elements of the vector of output parameters 
formed by the grinding redistribution (productivity and particle size 
distribution of the product) can be taken as control actions in 
solving problems of optimizing the beneficiation process. 

Let’s consider the synthesis of control based on Hammerstein 
models for the first stage of iron ore beneficiation as an integral 
part of the entire iron ore beneficiation processing line, which 
makes a decisive contribution to the final result. As shown in Ozer 
et al. (2016), Morkun et al. (2014b), Sanches and Rodellar (1996), 
and Narendra and Gallman (1966), most technological devices of 
this stage of beneficiation correspond in their properties to the 
models of Hammerstein. The generalized control scheme is pre-
sented in Fig. 1.  

The following notation was used: 1 – mill, 2 – classifier,  
3 – magnetic separator, 4 – conveyor, 5 – bunker, 6 – drive motor, 
7 – water flow valve, 8 – ore supply control system, 9 – the classi-
fier water supply control system, 10 – an identification subsystem, 
11 – a driver of control actions, 12 – an optimizer, 13 – a sensor of 
industrial product parameters, 14 – an ore consumption sensor; 
15 – information support subsystem, 16 – pulp parameter sensor.  

The Hammerstein model, on the basis of which the predictive 
control will be implemented, is a combination of a fuzzy nonlinear 
block and a crisp linear dynamic block. Thus, the term ‘hybrid 
model’ corresponds to the structure of the model. 

Let a static nonlinear block represents the object of study with 

an input vector u = [u1, … , un]
T, a vector of converted input 

variables v = [v1, … , vn]
T, related to uh according to 

𝑣ℎ = 𝑓ℎ(𝑢ℎ), ℎ = 1,… , 𝑛, (1) 

where, 𝑓ℎ(𝑢ℎ) are the functions characterizing nonlinear block by 
control h-channel, and a dynamic linear block with a vector of 

output variables 𝑦 = [𝑦1, … , 𝑦𝑚]𝑇. 
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Fig. 1. The control scheme of the first stage of iron ore beneficiation 

In the control circuit, we will use the combination of the control 
object and the inverse fuzzy model obtained by inversion of the 
fuzzy static block from the Hammerstein hybrid model. If we con-
sider that the control object (CO) is identical to the Hammerstein 
hybrid model and its static nonlinearity corresponds to a fuzzy 
block, then the set of CO and the inverse fuzzy block can be 
considered as a linear dynamic block of the Hammerstein hybrid 

model. In this control scheme, the calculation results of �̂� corre-
sponding to the linear block of the Hammerstein model is equal to 
the real initial variables y of CO. Based on the differences in 
‘model - real object’, the control system is adapted. The proposed 
approach allows building control based on a standard linear gen-
eralized predictive controller (GPC). As follows from the studies 
published in Clarke et al. (1989), Fruzetti (1997), Garcia and 
Morari (1982), in the case of fuzzy modeling of systems such as 
one input - one output or multiple inputs - one output, the predic-
tive GPC controller allows the efficient control. The proposed 
control circuit allows avoiding non-linear programming in the 
control algorithm or the use of linearization methods.  

3. PROBLEM DEFINITION 

When implementing a control algorithm, a sequence of con-

trols is calculated {∆𝑢(𝑘 + 𝑗)}, 𝑗 = 1,… , 𝐻𝑐 , which minimizes 
the cost function (Stoica, 1981): 

𝐽(𝐻𝑝1, 𝐻𝑝2, 𝐻𝑝𝑐 , 𝜆) = ∑ (𝑤(𝑘 + 𝑗) − �̂�(𝑘 +
𝐻𝑝2

𝑗=𝐻𝑝1

𝑗))
2
+𝜆 ∑ Δ𝑢2𝐻𝑐

𝑗=1 (𝑘 + 𝑗 − 1), (2) 

where, �̂�(𝑘 + 𝑗) are the process output parameters according to 

model; 𝑤(𝑘 + 𝑗) are the modified state parameters, which are 

known in advance; 𝐻𝑝1 is the minimum estimated horizon; 𝐻𝑝2  

maximum estimated horizon (forecast horizon); 𝐻𝑐  is the control 

horizon; 𝜆 = 𝜆0𝐾(𝑢(𝑘))
2
 is the limiting factor (Clarke and 

Mohtadi, 1989); 𝐾(𝑢(𝑘)) is the static transfer coefficient of a 

fuzzy block of the Hammerstein model: 

𝐾(𝑢(𝑘)) =
𝜕𝑓(𝑢(𝑘))

𝜕𝑢(𝑘)
. 

Then, considering (1), ∆𝑣(𝑘) ≈ 𝐾(𝑢(𝑘))∆𝑢(𝑘) and (2) can 
be represented as: 

𝐽(𝐻𝑝1, 𝐻𝑝2, 𝐻𝑝𝑐 , 𝜆) ≈ ∑ (𝑤(𝑘 + 𝑗) − �̂�(𝑘 +
𝐻𝑝2

𝑗=𝐻𝑝1

𝑗))
2
+𝜆0 ∑ Δ𝑣2𝐻𝑐

𝑗=1 (𝑘 + 𝑗 − 1), (3) 

Thus, the linear dynamic model gives the output parameters 

�̂�(𝑘 + 𝑗) = ∑ 𝑔𝑖Δ𝑣
𝑗
𝑗=1 (𝑘 + 𝑖 − 1) + 𝑝𝑗 , based on which the 

GPC calculates the sequence of control actions {𝛥𝑢(𝑘 + 𝑗)}; 
𝑗 = 1,… , 𝐻𝑐 . At the same time, the response of the linear model 

on 𝑘 + 𝑗 step 𝑝𝑗  is determined based on the control signal in the 

previous steps and the value 𝑔𝑖: 

𝑝𝑗 = ∑ ∑ 𝑔𝑖Δ𝑣
𝑁𝑔

𝑖=𝑚+1
𝑗
𝑚=1 (𝑘 + 𝑚 − 𝑖), 𝑗 = 1,… , 𝑁𝑔, 

𝑔𝑗 {
0, ∀𝑗 ≤ 𝑛𝑑

− ∑ 𝑎𝑖𝑔𝑗−𝑖 + ∑ 𝑏𝑖 , 𝑓 > 𝑛𝑑
𝑗
𝑖=1

𝑗
𝑖=1

, 

where, 𝑁𝑔 is the model horizon (Botto, 1999).  

All predictable outputs can be formed into a vector �̂� =

[�̂�(𝑘 + 𝐻𝑝1), … , �̂�(𝑘 + 𝐻𝑝2)], and write the basic equation of 

the GPC algorithm: 

�̂� = 𝐺∆𝑣 + 𝑝, (4) 
where, ∆𝑣 = [∆𝑣(𝑘), … , ∆𝑣(𝑘 + 𝐻𝑐)]

𝑇, 

𝑝 = [𝑝𝐻𝑝1
, 𝑝𝐻𝑝1+1

, … , 𝑝𝐻𝑝2
]
𝑇

, 𝐺 – is the matrix (𝐻𝑝2 − 𝐻𝑝1 +

1) × 𝐻𝑙  with zero components for 𝑗 − 𝑖 > 𝐻𝑝1: 

𝐺 =

[
 
 
 
 

𝑔𝐻𝑝1
𝑔𝐻𝑝1−1

… 0

𝑔𝐻𝑝1+1
𝑔𝐻𝑝1

𝑔𝐻𝑝1−1
⋮

⋮ ⋱ ⋮
𝑔𝐻𝑝2

𝑔𝐻𝑝2−1
… 𝑔𝐻𝑝2−𝐻𝑐+1]

 
 
 
 

. 

If we do not consider the restrictions, then the optimal control 
can be calculated analytically from (4): 

∆�̅�(𝐺𝑇𝐺 + 𝜆0𝐼)
−1𝐺(𝑤 − 𝑝). (5) 

If constraints are taken into account, we have to use quadratic 
programming to solve the optimization problem. To avoid this, a 
two-stage approach to the constraints of the optimization problem 
with restrictions is proposed. The optimal control problem is 
solved without considering the constraints, and for the obtained 
predictive controls, the fulfilment of the constraints is checked. If 
the result is positive, then the resulting controls are applied to the 
system. Otherwise, it is necessary to linearize the constraints and 
then calculate the optimal control by one of the known methods. 
Such a solution procedure is more computationally rational com-
pared to the standard ones. 

Let's consider the solution of the optimization problem (3) with 

prediction ∆�̅� in the presence of restrictions in the form of equality 

𝑀∆�̅� = 𝑘 and restrictions in the form of inequality 𝐿∆�̅� ≤ 𝑐. 

In this case, a limited solution ∆𝑣𝑐  can be found in the form: 

∆𝑣𝑐 = ∆�̅� − (𝐺𝑇𝐺 + 𝜆0𝐼)
−1𝑀𝑇𝜇 − (𝐺𝑇𝐺 + 𝜆0𝐼)

−1 ∙ 𝐿𝑇𝜂,
 (6) 

where, 𝜇 and 𝜂 are the Lagrange multipliers vectors, correspond-
ing to restrictions in the form of equalities and inequalities.  
  



Olga Porkuian, Vladimir Morkun, Natalia Morkun, Oleksandra Serdyuk        DOI 10.2478/ama-2019-0036 
Predictive Control of the Iron ore Beneficiation Process Based on the Hammerstein Hybrid Model 

266 

We can find these vectors by solving a quadratic programming 
problem (Stoica, 1981): 

min
𝜇,𝜂

{[
𝜇
𝜂]

𝑇

+ 𝐻 [
𝜇
𝜂] + 𝑔𝑇 [

𝜇
𝜂]} 

Where, 𝐻 = [
𝑀(𝐺𝑇𝐺 + 𝜆0𝐼)

−1𝑀𝑇 𝑀(𝐺𝑇𝐺 + 𝜆0𝐼)
−1𝐿𝑇

𝐿(𝐺𝑇𝐺 + 𝜆0𝐼)
−1𝑀𝑇 𝐿((𝐺𝑇𝐺 + 𝜆0𝐼)

−1𝐿𝑇)
]; 

𝑔 = [𝑘 − 𝑀∆�̅�𝑓

𝑐 − 𝐿∆�̅�𝑓
] 

At the same time, 𝜂 is limited by positive evaluations. When 
solving practical problems, it is necessary from the limitations 

given for 𝑢(𝑘) and ∆𝑢(𝑘), go to 𝑣(𝑘) and ∆𝑣(𝑘), using de-

pendencies 𝑣(𝑘) = 𝑓(𝑢(𝑘)) and ∆𝑣(𝑘) ≈  𝐾(𝑢(𝑘))∆𝑢(𝑘). 

For example, from restrictions in the form: 

(

𝐼∆𝑢

−𝐼∆𝑢

𝐼𝐻𝑐

−𝐼𝐻𝑐

)∆𝑢 ≤ (

𝑢𝑚𝑎𝑥 − 𝐼𝑢𝑢(𝑘 − 1)

−𝑢𝑚𝑖𝑛 + 𝐼𝑢𝑢(𝑘 − 1)
∆𝑢𝑚𝑎𝑥

−∆𝑢𝑚𝑖𝑛

), (7) 

we can go to restrictions 𝐿∆𝑣 ≤ 𝑐 in the form: 

(

𝐼∆𝑢

−𝐼∆𝑢

𝐼𝐻𝑐

−𝐼𝐻𝑐

)∆𝑣 ≤ (

𝑣𝑚𝑎𝑥 − 𝐼𝑢𝑣(𝑘 − 1)

−𝑣𝑚𝑖𝑛 + 𝐼𝑢𝑣(𝑘 − 1)
∆�̅�𝑚𝑎𝑥

−∆�̅�𝑚𝑖𝑛

), (8) 

where, 𝑣𝑚𝑖𝑛 = 𝑓(𝑢𝑚𝑖𝑛), 𝑣𝑚𝑎𝑥 = 𝑓(𝑢𝑚𝑎𝑥), ∆�̅�𝑚𝑖𝑛 =

∆𝑣𝑚𝑖𝑛𝐾, ∆�̅�𝑚𝑎𝑥 = ∆𝑣𝑚𝑎𝑥𝐾, 𝐾 = [𝐾(𝑢(𝑘)), … , 𝐾(𝑢(𝑘 +

𝐻𝑐))]. 

In order to calculate ∆𝑣𝑚𝑖𝑛 and ∆𝑣𝑚𝑎𝑥 , it is necessary to 

know the vector 𝐾, caused by the sequence of predicted controls, 
which are unknown at the time of calculations in step 𝑘. To de-
termine this sequence, we can use algorithms, which are similar 
to the limited control method for linearized feedback. 

Let’s consider two algorithms for determining the control se-
quence (operating trajectory) for the fuzzy Hammerstein model 
with inversion of static nonlinearity. The first method allows choos-
ing the optimal operating trajectory, considering the constraints 
imposed on it by inequality (8). 

 
Algorithm 1. 

1. Determine unlimited optimal control ∆�̅�, by solving (5). 
2. Transform ∆�̅� and ∆𝑢 through non-linear mapping inversion 

𝑓−1 . 
3. Check the resulting control sequence for compliance with the 

constraints (7). If the constraints are satisfied, the resulting 
control is applied to the system in accordance with the meth-
odology of the MPC (principle of prediction horizon, which 
moves away). If the restrictions are not met, then go to step 4. 

4. Linear constraints are calculated in the form of inequalities (8), 
approximating the vector K with respect to the initially ob-
tained sequence of controls. 

5. Optimal forecast ∆�̅�𝑐 , calculated according to (6), using pre-
computed constraints (Step 4). 
Go to step 2. 
Studies of similar algorithms show that the algorithm should 

converge to a suboptimal solution (Morkun et al., 2014b). If the 
resulting sequence of controls is not feasible, then it is recom-
mended to strengthen the restrictions so that the solution is guar-
anteed to be feasible. To do this, take ∆𝑣𝑚𝑖𝑛 = ∆𝑣𝑚𝑖𝑛𝐾𝑚𝑎𝑥  and 

∆𝑣𝑚𝑎𝑥 = ∆𝑣𝑚𝑎𝑥𝐾𝑚𝑖𝑛 , wherein 𝐾𝑚𝑖𝑛  and 𝐾𝑚𝑎𝑥  are calculated 
as follows: 

𝐾𝑚𝑖𝑛,𝑖 = min𝑢 𝐾(𝑢),  

∀𝑢 ∈ [𝑢(𝑘 − 1) − 𝑖∆𝑢𝑚𝑖𝑛 , 𝑢(𝑘 − 1) + 𝑖∆𝑢𝑚𝑎𝑥], 
𝐾𝑚𝑎𝑥,𝑖 = max𝑢 𝐾(𝑢),  

∀𝑢 ∈ [𝑢(𝑘 − 1) − 𝑖∆𝑢𝑚𝑖𝑛 , 𝑢(𝑘 − 1) + 𝑖∆𝑢𝑚𝑎𝑥]. (9) 

Now for optimal prediction ∆�̅�𝑐 , found from (6), the restriction 

𝐿∆�̅� ≤ 𝑐∗ is applied in accordance with (7) and (8), which en-
sures the known feasibility of the solution. The proposed algorithm 
may increase the constraints imposed on the control too much. 
Therefore, as an alternative variant, it is possible to propose a 
different algorithm, which adapts NOT for control, but control 
constraints (in the form of linear inequalities). 

 
Algorithm 2. 

1. Calculate the constraints 𝑐∗ similar to (7) considering (9). 

2. Determine the vector �̂� as the initial approximation of the 
constraints, calculated in accordance with Step 4 of Algorithm 
1 for the last iteration.  

3. Set new restrictions 𝐿∆�̅� ≤ 𝑐, where c is a linear combination 
𝑐∗ and �̂�, that is,  

 𝑐 = 𝜂𝑐∗ + (1 − 𝜂)�̂� (𝜂 - a certain step size). 

4. Calculate the optimal prediction ∆�̅�𝑐  according to (6), consid-
ering (8), and transform ∆�̅�𝑐  to the real sequence of controls 

∆𝑢 (by inverse nonlinear mapping). 
5. If restrictions (7) are not violated, apply to the system the 

received controls in accordance with the MPC procedure. 
Otherwise, go to Step 3. The scheme of this algorithm is 
shown in Fig. 2. 

 

The determination of unlimited optimal control ∆𝑣𝑓  according 
to (5): 

∆𝑣𝑓 = (𝐺𝑇𝐺 + 𝜆0𝐼)
−1𝐺(𝑤 − 𝑝), 

where ∆𝑣 = [∆𝑣(𝑘), … , ∆𝑣(𝑘 + 𝐻𝑐)]
𝑇, 

𝑝 = [𝑝𝐻𝑝1, 𝑝𝐻𝑝1+1, … , 𝑝𝐻𝑝2]
𝑇

, 

𝑝𝑗 = ∑ ∑ 𝑔𝑖∆𝑣(𝑘 + 𝑚 − 𝑖)
𝑁𝑔

𝑖=𝑚+1
𝑗
𝑚=1 , 𝑗 = 1,… , 𝑁𝑔, is per-

formed in block 6. 

Then the resulting control sequence ∆𝑣𝑓  let's transform into a 
sequence of real controls ∆𝑢 by the non-linear mapping inversion 

𝑓−1   (block 8).  
Block 9 is used to verify the received control sequence for 

compliance with the restrictions (7). If the restrictions are satisfied, 
then the resulting control is applied to the system in accordance 
with the predictive control methodology based on the MPC model. 
If the restrictions are not met, then the parameters of the fuzzy 
block in the hybrid model of Hammerstein are specified in accord-
ance with (8) according to the initial control sequence (block 11). 

Block 12 according to the updated data calculates a new pre-

diction ∆𝑣𝑓𝑐  according to (6) ∆𝑣𝑐 = ∆𝑣𝑓 = (𝐺𝑇𝐺 +
𝜆0𝐼)

−1𝑀𝑇𝜇 − (𝐺𝑇𝐺 + 𝜆0𝐼)
−1𝐿𝑇𝜂, by which the specified 

sequence of controls is determined. If 𝜂 = 1, then we get a case 
of severe restrictions corresponding to the worst-case analysis, 
which gives a guaranteed feasible solution for control and conver-
gence of the procedure. 



DOI 10.2478/ama-2019-0036         acta mechanica et automatica, vol.13 no.4 (2019) 

267 

 
Fig. 2. Scheme of the control algorithm 

4. RESULTS AND ANALYSIS 

When implementing the control according to the scheme 
shown in Fig. 1, the value of the mill productivity by ore 𝑢1 = 𝑄1 

and water flow rate in the classifier 𝑢2 = 𝑄2 were used as control 
actions. As output indicators – performance on the intermediate 
product 𝑦1 = 𝑄𝑝𝑟 , iron content in the solid phase of the interme-

diate product 𝑦2 = 𝛽𝑝𝑟 and the loss of a useful component in the 

tails 𝑦3 = 𝛽𝑡  were used. In the course of control, the water flow 
rate into the mill was calculated while observing the ratio of ore to 
water within the limits of given parameters. 

The control actions were formed based on measuring the iron 
content of the magnetic and solid phases in the pulp (sensors 13, 
16), the concentration of particles of control size grades in the 
pulp at the discharge of classifier 2 (sensor 16), processed by the 
information support subsystem 15, the structure and operation 
principles of which are described in Morkun et al. (2015b). 

For approximation, a discrete model with a fuzzy nonlinear 
block was used. For each input variable, three terms were ap-
plied, according to the Hammerstein hybrid model. Three terms 
with kernels of 16%; 24%; 32% for the pulp density of the classifi-
er discharge and two terms with kernels of 220; 230; 240 for mill 
productivity by ore.  

According to the measured input and output variables, the 
subsystem 10 identifies the control object, builds the Hammerstein 
hybrid model. The linear dynamic block is approximated by a 
model: 

�̂�(𝑘 + 1) =

∑ 𝐴𝑖
𝑛𝑦

𝑖=1
�̂�(𝑘 − 𝑖 + 1) +

∑ ∑ ∑ ∑ 𝐵𝑖𝑑𝑗𝑙𝑝𝛽𝑗𝑙𝑝
𝑁3
𝑝=1

𝑁2
𝑙=1

𝑁1
𝑗=1

𝑛𝑢
𝑖=1 (𝑢(𝑘 − 𝑖 − 𝑛𝑑 + 1)), 

where, matrices 𝐴𝑖 and 𝐵𝑖  for the considered case, have dimen-
sion 3 × 3, 𝑁  is the number of fuzzy sets for the corresponding 

input (𝑁1 = 3,  𝑁2 = 3,𝑁3 = 3), �̂�(𝑘 + 𝑖) is the vector of 

output indicators (three components of the vector - 𝑦1 = 𝑄𝑝𝑟 , 

𝑦2 = 𝛽𝑝𝑟, 𝑦3 = 𝛽𝑡). 

By measurements of input and output indicators step by step, 

according to algorithms, matrices 𝐴𝑖, 𝐵𝑖 , coefficients 𝑑𝑗  the val-

ues 𝛽𝑗  are determined. The resulting model is specified at each 

step (see block diagram in Fig. 2). The optimizer 12 operates on 
the principle of predictive control with an inverse fuzzy model. In 
order to obtain optimal control effects in accordance with the 
obtained model, a minimum target function is found:  

𝐽(𝐻𝑝1, 𝐻𝑝2, 𝐻𝑝𝑐 , 𝜆) ≈ ∑ (𝑦(𝑘 + 𝑖) − �̂�(𝑘 +
𝐻𝑝2

𝑖=𝐻𝑝1

𝑖))
2
+𝜆0 ∑ Δ𝑣2𝐻𝑐

𝑖=1 (𝑘 + 𝑖 − 1),  

where, 𝑦(𝑘 + 𝑖) are the set values of output variables; �̂�(𝑘 + 𝑖) 

are the output variable values predicted by the model;  Δ𝑣(𝑘 +
𝑖 − 1) are the control actions determined from the condition of 
the minimum of the target function.  

This considers the restrictions imposed on Δ𝑣, according to 

(7). Based on �̂�(𝑘 + 𝑖), the predictive controller calculates the 
sequence of control impacts. The target function is quadratic, so 
the problem was considered as quadratic programming and 
solved using the simplex method. The resulting controls were 

applied to the object in order to obtain at the output of 𝑦1 a con-
sistently high value of the intermediate product output and at the 
output of 𝑦2 a stable specified value of the iron content in the 
intermediate product. Using the simplex method in accordance 

with the requirements 𝑄𝑖𝑛𝑡 → max, 𝛽1  ≤ 𝛽𝑝𝑟 ≤ 𝛽2, we previ-

ously found the maximum performance 𝑦1 = 𝑄𝑝𝑟   on the inter-

mediate product with imposed restrictions on quality 52% ≤
𝑦2 ≤  55%. 

The estimation of the quantity of the output product of a 
closed grinding cycle (discharge of a hydro cyclone) 𝑄(𝑡) with a 
given particle size characteristic in the presence of disturbances in 

the inputs 𝑤 and measurements 𝑣 is shown in Fig 3. The results 
of 𝑄(𝑡) prediction, obtained based on the developed hybrid fuzzy 
model are shown in Fig. 4. The standard deviation between accu-

rate and formed estimates of the values of 𝑄(𝑡) is 0.57. 
The results of the research were implemented at the enter-

prises of the Kryvyi Rih iron ore basin, which are part of the 
Ukrrudprom Association, which allows adequate structural and 
parametric identification of control objects (determination coeffi-
cient R2 ≥ 0.96, identification error is in the range 0.005–0.067). 
This made it possible to maximize the productivity of technological 
units, increase the content of the useful component in the concen-
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trate by 0.15% and reduce energy consumption by 1.85%. Tests 
have shown that the use of control algorithms based on hybrid 
models reduces the variance of parameters (by more than 27%) 
and the duration of transients (by more than 22%). 

 
Fig. 3. Estimation of the quantity of the output product of a closed grind-

ing cycle 

 
Fig. 4. The results of 𝑸(𝒕) prediction, obtained based on a hybrid fuzzy 

model 

 
Fig. 5. The change in control error when changing the value of the setting 

of the ore grinding degree in the hydrocyclone discharge 

 
Fig. 6. Change of regulation error when changing the particle size distri-

bution of the pulp solid phase in the mill discharge 

 
Fig. 7. Graphs of changes in the magnetic iron content in the intermedi-

ate product of the steady-state iron ore processing line:  
1 – the control system based on the Hammerstein hybrid model; 
 2 – the control system with reconfigurable PID controllers 

The effectiveness of the considered control system was eval-
uated concerning the hierarchical structure based on local auto-
matic control systems with reconfigurable PID controllers and the 
calculation of optimal tasks for these systems. Figure 7 shows 
graphs of changes in the magnetic iron content in the intermediate 
product of the steady-state iron ore processing line.  

Thus, the proposed algorithm based on the Hammerstein hy-
brid model ensures convergence of the procedure and ensures 
efficient control of the objects under consideration 

5. CONCLUSIONS 

1. Non-linear, dynamic, non-stationary properties characterize 
objects of the iron ore beneficiation line; therefore, it is advis-
able to use models of the Hammerstein class for their approx-
imation. The hybrid model of Hammerstein, in which the non-
linear block is represented by fuzzy Takagi-Sugeno models of 
zero and first order, built based on linguistic rules about the 
control object, makes it possible to visually and conveniently 
approximate the control object during magnetic beneficiation 
of iron ores. Therefore, it is advisable to use such models as 
predicting when controlling the beneficiation processes ac-
cording to the principles of MPC in the context of incomplete 
and fuzzy information about the state of the control object.  

2. The developed algorithms allow identification by automatically 
extracting information from a fuzzy knowledge base about the 
ore beneficiation process, which allows them to be used for 
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real-time identification. The proposed identification mecha-
nisms based on Hammerstein's hybrid models allow us to 
avoid non-linear optimization with non-linear res, which greatly 
simplifies the process of model coefficients calculating. The 
restrictions imposed on the model parameters guarantee the 
convergence of the procedure. 

3. The application of the model fuzzy block inversion in the 
synthesis of predictive control based on the Hammerstein hy-
brid model allows determining the prediction based on the lin-
ear model, which greatly simplifies the calculation of optimal 
control actions. 

4. The proposed Hammerstein hybrid model makes it possible to 
consider the information of various mathematical classes for 
the implementation of adequate structural and parametric 
identification of the control objects of the beneficiation produc-
tion (determination coefficient R2 ≥ 0.96. Depending on the 
dynamic characteristics of the object, the relative error of iden-
tification varies from 0.005 to 0.067; therefore, models allow 
the approximation of control objects with various dynamic 
properties, which are used at processing plants. 
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