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Abstract. We consider the half-linear differential equation of the form
(p(t)|z'|“sgna’)’ + q(t)]z|*sgnz =0, t > to,
under the assumption ft zo p(s)~"/*ds = co. Tt is shown that if a certain condition is satisfied,

then the above equation has a pair of nonoscillatory solutions with specific asymptotic
behavior as t — oco.
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1. INTRODUCTION
In this paper we consider the half-linear ordinary differential equation
(p(t)|z'|*sgnz’) + q(t)|z|*sgnx =0, t > to, (1.1)

where « is a positive constant, and p(t) and ¢(t) are real-valued continuous functions
on [tg,00) and p(t) > 0 for ¢ > to.
If @ =1, then (1.1) becomes the linear equation

(p(t)z") +q(t)z =0, t=to. (1.2)

It is known that basic results and qualitative results for the linear equation (1.2) can
be generalized to the half-linear equation (1.1). The important works for (1.1) are
summarized in the book of Dosly and Rehak [2].
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Recently the problem of asymptotic behavior of nonoscillatory solutions of (1.2)
or (1.1) is investigated in the framework of regular variation. We refer the reader, for
instance, to [5-10,12,13] and the references therein.

The classical theory on regularly varying functions is suited for the case p(t) =1
n (1.1). However the classical theory is not sufficient to properly describe the possible
asymptotic behavior of nonoscillatory solutions of (1.1) for the case p(¢) # 1 in (1.1).
In fact, the asymptotic behavior of a nonoscillatory solution of (1.1) is strongly affected
by the condition on p(t), more precisely, by the condition

T T
/p(s)l/adszoo or /p(s)l/ads<oo.

to to

Then the notion of regular variation in the classical sense has been generalized by
Jaro$ and Kusano [5].

Let R(t) be a continuously differentiable function on some neighborhood [T}, c0)
of infinity and satisfy

R'(t)>0 for t>Ty and lim R(t) = cc.
t—o0
For simplicity, we suppose that a function f(t) is positive and continuously differentiable

on [Ty, o0). Then, f(t) is said to be a regularly varying function with respect to R(t)
if and only if f(t) can be written in the form

g(s))\(s)ds . t>T, (1.3)

£(t) = e(t) exp / o

for some T > T and some continuous functions ¢(t) and A(¢) such that

tli)rgo c(t) =ce (0,00) and tl_lglo At)=XeR.
The real number A is called the index of f(t). If ¢(t) = ¢ (positive constant) in (1.3),
then f(t) is said to be a normalized regularly varying function (of index A) with
respect to R(t). We omit the description of the original definition of regular variation
with respect to R(t). For details, see the paper [5]. It is worth noting that f(t) is
a normalized regularly varying function of index A\ with respect to R(t) if and only if

R £0)
e () J(0)

The set of normalized regularly varying functions of index A with respect to R(t) is
denoted by n-RV ().
In this paper the half-linear equation (1.1) is considered under the condition

oo

/p(s;l/ads = 00. (1.4)

to
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Then we define the function P(t) by

t

P“%:/p@;md& t > to. (1.5)

to
For a while, we assume that ¢(¢) is conditionally integrable in the sense that

00 t

/q(s)ds = tlim q(s)ds exists and is finite, (1.6)
to to

and define the function Q(t) by

Now, put

E(a) = (1.8)

(a+ D)ot

and let ¢ be an arbitrary and fixed real number such that ¢ < E(«). Then the equation
o]tV —p =0 (1.9)
has two real roots p1, p2 (p1 < p2). They satisfy
p1 < (a+1)E(a) < ps.

The condition
lim P(t)*Q(t) = ¢ (1.10)

t—o0

plays an important role in the asymptotic analysis of nonoscillatory solutions of (1.1).
The following theorem has been proved by Jaros, Kusano and Tanigawa [7, Theorem 2.1].
As usual, the asterisk notation

£ =1[¢"sgné, e€R,y>0,
is used.

Theorem 1.1. Consider the equation (1.1) under the condition (1.4). Assume that (1.6)
holds. Let ¢ € (—oo, E(x)) be fized and let p1, p2 (p1 < p2) be the real roots of the
equation (1.9). If (1.1) has a solution x;(t) € n—RVp(pZ(.l/a)*) (i=1 or2), then (1.10)
is satisfied. Conversely, if (1.10) is satisfied, then (1.1) has a pair of solutions
zi(t) € n-RVp(p %) (i =1 and 2).
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It should be remarked that x;(¢) belongs to n-RVp(pZ(-l/a)*) if and only if

lim p(t)"/p(r) ")

t—o00 z(t

= {1/, (1.11)

8

~

Throughout the paper the following fact plays an essential part. Let x(t) be
a nonoscillatory solution of (1.1). We suppose that z(t) > 0 for t > T (> o). Put

y(t) = p(t) (”ié:;) , t>T. (1.12)

Then, y(t) satisfies the generalized Riccati differential equation
Y () = —q(t) — ap(t) "V ly(@)| TV > T (1.13)

Conversely, if y(t) is a solution of (1.13) on [T, 00), then

t

x(t) = exp /p(s)_l/“y(s)(l/“)*ds , t>T, (1.14)
T

is a positive solution of (1.1) on [T, 00). The proof is immediate.

In Theorem 1.1, the condition (1.6) is previously assumed. We first note that (1.6)
is necessary for the existence of a solution x(t) which belongs to the class n-RV p(\)
for some A € R. Then a natural integral form of (1.13) is

o0

o)) = Q)+ [ ()| T s, 1=, (1.15)

t
where Q(t) is defined by (1.7). Actually, we have the following proposition.

Proposition 1.2. Consider the equation (1.1) under the condition (1.4). Define
the function P(¢) by (1.5). If the equation (1.1) has a nonoscillatory solution z(t),
x(t) > 0 (t > T), such that

lim p(t)Y/*P(t)

Jlim o0 = A (1.16)

for some A € R, then (1.6) holds, and moreover, the function y(¢) defined by (1.12)
satisfies (1.15).
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The main purpose of this paper is to show that the last statement of Theorem 1.1
can be refined as follows:

Theorem 1.3. Consider the equation (1.1) under the condition (1.4). Define P(t)
by (1.5). Assume that (1.6) holds and define Q(t) by (1.7). Let ¢ € (—o0, E(a)) be
fized and let p1, pa be the real roots of (1.9) such that p1 < pa and py # 0. Suppose
that (1.10) holds and put

e(t) = P()°Q(t) — ¢, > to. (1.17)

If
EG
/p(t)l/“P(t)dt< , (1.18)

then (1.1) has a pair of solutions x;(t) (i =1 and 2) such that
zi(t) ~ P()  as t — oo,
l‘l(t) s -1/« Ai—1 (119)
L(t) ~ Xip(t) P(t) as t— oo,

where \; = pgl/a)* (t=1,2).

Here, the notation f(t) ~ g(t) as t — oo means that lim:_, . [f(t)/g(t)] = 1.

Note that the solution x;(t) obtained in Theorem 1.3 belongs to the class
n-RVp(\),i=1,2.

The results in [8,9,12,13] are related to Theorem 1.3. In [8] Kusano and Manojlovié
considered the equation (1.1) of the case p(t) = 1, and in the recent paper [9] they
have established the accurate asymptotic formulas for the generalized regularly varying
solutions z;(t) € n-RVp(A;) (¢ = 1 and 2) of (1.1). However, in either paper, no
attention is paid to the asymptotic behavior of the derivatives of solutions. Rehak [12]
and Rehédk and Taddei [13] considered the equation (1.1) of the case ¢(t) < 0 and
obtained the precise asymptotic behavior of nonoscillatory (monotone) solutions of (1.1)
with the aid of the Karamata theory of regular variation and the de Haan theory. It
should be remarked that, in [12,13], the conditions in order that all (nonoscillatory)
solutions of (1.1) are regularly varying are established.

The results in this paper are new even for the case p(t) = 1. The results are also
new for the linear equation (1.2), however, an analogous result to Theorem 1.3 is
derived from Theorem 9.1 in [4]. As an auxiliary equation, consider the Euler equation

() + —sy = 0,

p(t)P(t)

which has a principal solution y; (t) = P(¢)** and a nonprincipal solution yo(t) = P(t)*2.
Applying Theorem 9.1 in [4], we have the following result. If

7 Ip(&)P()%q(t) -
/ SO0 dt < oo, (1.20)
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then (1.2) has a pair of solutions z;(t) (¢ = 1 and 2) such that (1.19) with a = 1 holds.
Moreover (see Exercise 9.4 in [4]), if p(t)P(t)?q(t) — ¢ does not change signs, and (1.2)
has a solution z;(t) satisfying (1.19) with @ = 1 for either ¢ = 1 or ¢ = 2, then (1.20)
holds.

The proof of Theorem 1.3 is similar to that used in [7]. The key idea of the proof
of Theorem 1.3 is to use Hardy-type integral inequalities. For the classical Hardy
inequality, see Hardy et al. [3, Theorem 330]. In [1], Beesack gave a systematic treatment
of some analogues and extensions of the classical Hardy inequality. Then Beesack
employed half-linear differential equations of the special form and corresponding
generalized Riccati differential equations. We adapt the method of Beesack [1], and
give two kinds of Hardy-type integral inequalities which are necessary for the proof of
Theorem 1.3. These are stated and proved in Section 2. The proofs of Proposition 1.2
and Theorem 1.3 are given in Section 3.

In the papers [7,9], the case

oo

1
/p(s)l/“ ds < 00

to

is also discussed. For this case, certain results which correspond to Proposition 1.2
and Theorem 1.3 can be proved. However, the results will appear elsewhere as another
paper because the statements and the proofs are rather long.

2. HARDY-TYPE INEQUALITIES

Let g(t) be a continuous and positive function on an interval [a, c0). Further, we sup-
pose that

o

/Q(S)ds = oo. (2.1)

a

Then we define the function G(t) by

G(t) = /g(s)ds7 t > a. (2.2)

a

As a general inequality we have, for p > 1,

E+ (-1 —ppP ' >0 (£>0, n>0). (2.3)

In this section the inequality (2.3) will play an important part.
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Theorem 2.1. Let p and r be constants such that p > 1 and r < 1, respectively.
Suppose that g(t) is continuous on [a,o0), g(t) > 0 (t > a), and (2.1) holds. Define
the function G(t) by (2.2). Let b > a. Suppose furthermore that f(t) is continuous
on [b,00) and satisfies

/\f(s)|ds <o (2.4)
b
and -
/ g(s) P LG(s)P | f(s)Pds < o (2.5)

b

Then we have

7g<s>a<s>—r 7|f(o)lda e (%) 7 9(5) PTG I () s (26)
b s b

Equality holds if and only if f(t) =0 on [b, 00).
Proof. We adapt the method of Beesack [1]. Put

so(t>=(1i) Gty and (1) = G(t)”

for ¢ > b. It is clear that ¢(t) > 0 and ¢(¢) > 0 (¢ > b). We can easily check that
the function
w(t) =G~ >,

satisfies z'(t) < 0 (¢t > b), and = = z(t) is a positive solution of the half-linear
differential equation

(g(t) " ()]’ [P " sgna’) + g(t)e(t)|=[P " sgna =0, ¢ >b.

y(t) = (“””'“))(pl)* > 0)

Therefore the function

x(t)
satisfies the generalized Riccati differential equation
(9P e(t)y(t)) = g()w(t) + (p = Dg(6) " p(t)y(t)?/ =Y (2.7)
for t > b.

Applying the inequality (2.3) to the case

E=f@)] 1=y / f(0)|do,
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we get

LFOF +(p— 1)yt =) [/If(0)|d0] —plf®)ly(t) {/If(ﬂ)ldal >0, t>b.

Multiply the above inequality by g(t) PT1p(t) and integrate from b to t (t > b). It is
seen that the function

I(t) = / a(s) P (s)|f(5) Pds
b

t

P
p—1) /g —ptl, p/(p 1) [/|f |da] ds

b
t

p—1
_p / a(5) P (5)|£(5) (s) [ / If(o)|d0] s

b

is nonnegative for ¢ > b. Denote the last term of I(¢) by I3(t). By an integration
by parts and use of (2.7), we find that

Iy(t) = () 71 {/ (o |dcr]
g [ [ 4

t

- / {9(s7(5) + (0 = Dg(s) ")y ()7 7V } [ / o da] ds.

b

Therefore, since I(t) > 0 (¢t > b), we obtain

/tg(S)w(S) [7|f(0)ld0rds
b s

< /9(8)_p+190(8)|f(8)\pds+g(t)_p+190(t)y(t) [/If(U)IdU] (2.8)
b

t

—g(b) e [/|f da] , t>b.

o0
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We claim that the second term of the right-hand side of (2.8) tends to 0 as ¢t — oco:

t—o00

lim g(t) ™" o(t)y(t) [/If(0)|d0] =0. (2.9)

To prove (2.9), we note that y(¢) is explicitly given by

y(t)( £ )pﬂg(t)plG(t)p“,

1—1r

and so

_ p _
gt P e(t)y(t) = T G(t)' .
Using the Holder inequality, we have

0o (r=1)/p

/ 1 (0)ldo < / 4(0)G(0) ===V g / 9(0) PG (o) |f(0)Pdo

t

1/p

oo

1/p
= AG(t)" U=/ {/9(0)p“G(U)”TIf(U)I”dU] :

t

where

(p—1)/p

-1

A= (p ) > 0.
1—17r

Therefore it is seen that
00 p
0< g0 e(ott) | [ 17(0)ldo
t
o0

< T [ glo) TG0 T o) o

Then, by the condition (2.5), we get (2.9) as claimed.
Let t — oo in (2.8). Then, by (2.9), we see that

o0

Jrers /Oo|f<o>|da s
b s

S/g(S)”’“@(S)\f(S)IpdS—g(b)*p“@(b)y(b) [/f(ff)ldff] ;
b b
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and, in consequence,

/ a(s)p(s) / F(o)do| ds < / o)+ (5)| £ (5) Pds. (2.10)
b s b

The inequality (2.10) is identical with the inequality (2.6). The equality holds in (2.10)
if and only if

9B+ o)y (b) / f(o)ldo| =0, ie f(t)=0on b oo).
b

This completes the proof of Theorem 2.1. O

Theorem 2.2. Let p and r be constants such that p > 1 and r > 1, respectively.
Suppose that g(t) is continuous on [a,0), g(t) > 0 (t > a), and (2.1) holds. Define
the function G(t) by (2.2). Let a < b < c¢. Suppose that f(t) is continuous on [b,c].
Then we have

C

[owat [ / If(o)ldo] s < (fl) [o G ifepds. @)
b b b

c

Equality holds if and only if f(t) =0 on [b,c].
Proof. The proof of Theorem 2.2 is quite similar to that of Theorem 2.1. Put

o0 = (25) oo and v =G

for ¢t € [b, ¢]. It is clear that ¢(t) > 0 and 9(t) > 0 (b <t < ¢). The function
() =GP p<t<e,

satisfies 2/(t) > 0 (b < t < ¢), and that © = x(¢) is a positive solution of the half-linear
differential equation

(g&) " ()]’ |P  sgna’) + g(t)e(t)|=[P'sgna =0, b<t<c

y(t) = (”C'“))(p_m (> 0)

Therefore the function

(t)
satisfies the generalized Riccati differential equation
(90" o(y(t)) = =gt} (t) = (p = Dg(t) "o (t)y(t)? Y (2.12)

for t € [, c].
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Applying the general inequality (2.3) to the case

t

E= /(). n=y®MED / f(0)|do,

b

we see that the number

J= / a(s) P (s) | £(5) Pds
b

C

—p / a(s) P ()] F(3)]y(s) [ / If(a)lda] s

b

is nonnegative. Integrate the last term of J by parts and use (2.12). We find that

/C o(s)(s) [ / f(0)|d0] P
b

b

< /9(8)_”+1<P(8)|f(8)|pd8—9(0)_p+1s0(0)y(0) [/If(0)|d0] :

b

which yields

/ a(s)(s) [ / If(U)dff] ds < / 9() P+ (s)| £ (5) Pds. (2.13)
b b

The inequality (2.13) is identical with (2.11). The equality holds in (2.13) if
and only if

g(c) P o(c)ylc) [/ f(a)|da] =0, ie f(t)=0on [b.
b

The proof of Theorem 2.2 is complete. O
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3. PROOFS OF PROPOSITION 1.2 AND THEOREM 1.3

Proof of Proposition 1.2. Suppose that (1.1) has a nonoscillatory solution x(t) which
satisfies (1.16) for some A € R. We suppose that x(t) > 0 for t > T. Define y(t)
by (1.12). As stated above, y(t) satisfies the generalized Riccati equation (1.13).
Further, by (1.16), the function y(t) satisfies P(¢)*|y(t)| — |A|* as t — oo, and so

A +1
ly(t)] < |Ii(t—)'_a for all large t.
Therefore we see that
tlim ly(t)] =0 and /p(s)fl/o‘\y(s)ﬁa“)/o‘ds < 0. (3.1)
T

Integrating (1.13) from ¢ to 7 (T' < t < 7), we obtain

T T

y(r) —y(t) = —/q(s)ds - a/p(s)*l/a|y(5)|(a+1)/ads

t t

for t > T. Let 7 — oo in the above equality. Then, since (3.1) is satisfied, we conclude
that (1.6) and (1.15) hold. The proof of Proposition 1.2 is complete. O

To prove Theorem 1.3, we use the following lemmas.

Lemma 3.1. Let A # 0 be fized. Let w and € be real numbers with |e| < |A\|*/4.
The function

1
F(w,s) _ |'LU 4o +€|(a+1)/o¢ . |)\a* +6|(0¢+1)/o¢ o %(/\a* +€)(1/04)>|<w (32)

satisfies
A e
0< Flwe) < K@t (o< 55 1< ).
where
(—a+l)/a
1/3
042‘1‘2 <2 , 0<a<l,
K@) =q (~at1)/a
a+1 /1
202 <2> , a>1.

Note that the function F(w,¢) defined by (3.2) arises naturally in [6,7]. For a brief
proof of Lemma 3.1, see Naito [11, Lemma 2.4].
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Lemma 3.2. Let A\ # 0. Then

1
|>\a* + El(oc-i-l)/@ _ |)\|O‘+1 < Q&P\Hd (3.3)
Q
and 2
‘()\a* +€)(1/a)* o )\| é a|)\|7C¥+1|€| (34)

for all sufficiently small |e|.

Since
i |hex 4 g|latD)/a | yotl _a+t 1/\
e—0 S (67
and "
PCA 1/a)x _ A 1
;%( +€)E :E|)\|—a+1 ()\7&0)7

Lemma 3.2 is obvious.

Now, let ¢ be a real constant such that ¢ < E(a), where E(«) is given by (1.8). We
suppose that (1.6) and (1.10) hold. Here, P(¢) and Q(t) are defined by (1.5) and (1.7),
respectively. For the roots p; and p2 (p1 < p2) of (1.9), set \; = pgl/a)* (i=1,2).
Then, A; and A are solutions of the equation

A=A e =0,

and satisfy A\; < a/(a+ 1) < A2. Let 2(¢) be a nonoscillatory solution of (1.1) and
satisfy the asymptotic condition of the form (1.19). We suppose that z(¢) > 0 for
t > T (> tp), and define the function y(t) by (1.12). According to Proposition 1.2,
the function y(t) satisfies (1.15).

Let A = A1 # 0 or A = A\y. We define the function w(t) by

w(t) = PA)%y(t) = A" —e(t), t=>T,
where €(t) is given by (1.17). Since ¢(t) — 0 (t — o0), we can suppose that

le(t)] < |A|*/4 for t > T. Noting that \** = |\|**! + ¢ and using the formula (1.15),
we have

7 w(s [ s (a+1)/a
wlt) =~ ap()” [ o e AT R as)

for t > T. Then it is easy to see that

(% 6% a+1 o
p(OY ' (t) = Py * |1§|(t) ~ e+ AT+ e(t)|(*/e

fort>1T.
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This equality can be rewritten as

()10 (1) = s e+ DA = o} ()
Pat) {‘)\a* + 8( )‘(a+1)/a B |)\|a+1}
_ % [ et 2w

_ WF(w(t),e(t)), t>T,

where F(w, €) is defined by (3.2).
For simplicity of notation, we put

Fit) =N +e@) > — N () = (A 4 ()T - A, (3.6)
and so
1/, / _ 1
p()w'(t) = Z0) {(a+ 1A —a}w(t)

« a+1

~ By )~ gy POl (37)
- Po(‘t)F(w(t),e(t)), t>T.

Since e(t) — 0 (t — 00), it follows from Lemma 3.2 that

A< 222N @), 201 < 2N () (33)

for all large ¢. Without loss of generality we assume that (3.8) holds for ¢t > T.
In the following, we distinguish the cases

(a+ DA —a<0 and (a+1)A—a>0.

Let us consider the first case (o + 1)A —a < 0, i.e., A = Ay (% 0). In this case
we set

B=—(a+ DA +a(>0).
Then, (3.7) yields
(P(t)"Pw(t)) = —ap(t)"VP(t)" "~ fi(t)
— (a+ 1)p(t) " P(t) " fo(t)w(t) (3.9)
—ap(t)"VP(t) T F (w(t), (1)

for t > T. Note that x(t) satisfies the asymptotic condition of the form (1.11)
with ¢ = 1. Therefore we have

P()*y(t) = pt)Pt)* (2'(t)/x(t)™ — p1 = A" as t — oo,
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and so w(t) with A = A1 tends to 0 as t — co. In particular, P(t) ?w(t) tends to 0
as t — oco. Therefore, it follows from (3.9) that

o0

w(t) = aP(t)? / ()~ P(s)~51 £, (s)ds

(ot 1)P(1)° / p(5)~1/2 P(s)P=1 o (s)w(s)ds (3.10)

t
o]

T aP(t)? / p(s) "V P(5) "B F(w(s), e(s))ds

t
for t > T. We are now ready for the proof of Theorem 1.3 of the case : = 1.

Proof of Theorem 1.3 of the case i = 1. Since €(t) — 0 (t — c0), we can take T > t
sufficiently large so that |e(t)| < |A1|*/4 for t > T. Define the functions fi(t) and f2(t)
by (3.6) with A = A\;. We may suppose that (3.8) (A = A1) holds for t > T'. Put

oo

n(t) = P(t)? /p(s)fl/aP(s)fﬂfl|6(5)|d$, t>T. (3.11)

t

Since e(t) — 0 (t = 00), the function 7(t) is well defined and n(t) — 0 (t — o0), and
so we can suppose that

Ao+ 1)|Mn(t) < [M]°/4, t>T.
Denote by W the set of all functions w € C[T, o0) such that
[w(t)] < 4le+ D), t=>T. (3.12)

Moreover, keeping (3.10) in mind, we define the operator F : W — C[T, 00) by

o0

(Fw)(t) = aP(t)" / p(s)"VP(s) P f1(s)ds

t
00

+ (a+1)P(t)? /p(s)*l/ap(s)*ﬁflfQ(s)w(s)ds

t
0o

+aP(t)’ / p(s)~V2P(s) =1 F (w(s), e(s))ds

for t > T. Here, F(w,¢) is given by (3.2) with A = A;. As is easily verified, the set W
is a nonempty closed convex subset of the Fréchet space C[T,c0) of all continuous
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functions on [T, 00) with the topology of uniform convergence on compact subintervals
of [T, 00). Note that if w € W, then |w(t)| < |A1|*/4 for t > T, and so, by Lemma 3.1,

0< F(w(t),e(t)) < K(a)| M| Mw®t)?, t>T. (3.13)
Then it is easily checked that Fw is well defined for w € W.
Let w € W. Then, by (3.8) with A = A; and (3.12) and (3.13), we have
(Fw)(®)] < 2(a+ 1)\ |P(2) /p(S)fl/O‘P(S)*ﬁflIE(S)\dS

t
oo

# SOED e s2p ) [ )P el

t
o'}

+ 16a(a 4 1)2K (a)| M| "3 P(1)? /p(s)*l/o‘P(s)*Bfln(s)zds

for t > T'. For the integral in the last term of the right-hand side of the above, apply
the Hardy-type inequality (2.6) in Theorem 2.1 to the case a = t9, b = t, p = 2,
r=—0+1, and

gty =p(t)"* and f(t) = p(t) " P(t)" " e(t)].

Then it can be deduced that

/ p(s) "1/ P(s) 51 (s)2ds

- / p(s) "V P(s)P! / p(0) "V P(0) PV e(o)|dor | ds
< ;) / p(s) Ve P(s) P e(s)Pds, £ > T

Therefore, |(Fw)(t)| is estimated as follows:

(Fuo] < 2+ D0 + L 2 fsup )] e

+16a(a + 12K (o) g+ (;) [21;5";(3)@ ()

for t > T Since sup,>,n(s) — 0 and supy, [e(s)| — 0 as t — oo, we can suppose that

1 2
8(‘)‘%”\1'_&# {Supn(s)} <(a+DM], =T,
s>t
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and
2
16+ 1)2K (o) |\ |73 (Z) [sup |€(s)] <(a+1)N]|, t>T.
s>t

Then we get
|(Fw)(®)] < 4(a+ D[Mn(@), t=T.

This means that
(i) F maps W into W.
Moreover, it can be checked that

(ii) F is continuous on W,
(iii) FW is uniformly bounded and equicontinuous at every point of [T, c0).

Therefore, by the Schauder—Tychonoff fixed point theorem, we conclude that F has
a fixed element w € W: w(t) = (Fw)(t), t > T.

It is clear that the above fixed element w(t) satisfies (3.10) and (3.12). Since
n(t) = 0 (t = o0), it follows from (3.12) that w(t) — 0 as ¢ — co. We can verify
without difficulty that w(t) satisfies (3.5) (A = Ay) for ¢t > T. Put

w(t) + Af" +e(t
y(t) _ ( ) 1 ( )7
P(t)e
It is shown that y(t) satisfies (1.15), and hence it satisfies (1.13). Therefore, the function

x(t) which is defined by (1.14) is a positive solution of (1.1) on [T, 00). Furthermore,
we have

t>T. (3.14)

pOP@* (S = PO%0) = 0lt) 4 5 + () = AT

as t — oo, and so

lim p(t)!/*P(0) Z/((f)) Y (3.15)

Since \; = pgl/ ®)* this implies that z(t) belongs to the class n-RVp(p (l/a)*)

Note that the arguments up to now give a proof of the last statement (i = 1)
of Theorem 1.1. The advantage of the arguments here is the bound (3.12). In fact,
it follows from (1.12) and (3.14) that

2(1) _ (w(t) + 28" + (1)

o) pOVP)
M @A )Y -
p(t) !/ P(t) P}/ P(1)

for t > T. Noting that £(t) — 0 and w(t) = 0 (¢ = 00) and using (3.4) in Lemma 3.2,
we see that

(3.16)

|(w(t) + A3 + ()T — | < %I/\ﬂ_““{\w(t)l + e} (3.17)

for all large t.
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By (3.16), we have

t w(s x S (1/a)x _
o0 = gy | ( ()Hﬁ(s;/i(za)()s) is| PN 3a8)

T

for t > T7, where T3 is a constant and is taken sufficiently large. It should be noticed
that the assumption (1.18), together with the condition €(t) — 0 (t — o0), implies

[ )
T

where n(t) is given by (3.11). The verification of this fact is left to the reader. Then,
by (3.12) and (3.19), we have

[ w)
/p(t)l/O‘P(t)dt < 00. (3.20)

T,
By (1.18), (3.17), (3.18) and (3.20), it is found that x(¢) is written in the form
z(t) = co(t)P(H)™  with ¢o(t) = o € (0,00) as t — oo. (3.21)

Then we have

!/
(0) = caltple) PN 0 PO,
x
and so (3.15) implies that z’(t) is written in the form
' (t) = ()pt) VPN with ¢ (t) = coM as t — oo. (3.22)

In general, if z(t) is a solution of the half-linear equation (1.1) and if ¢ is a constant,
then cz(t) is also a solution of (1.1). Therefore, without loss of generality, we may
suppose that ¢g =1 in (3.21) and (3.22). This shows (1.19) with ¢ = 1. The proof of
Theorem 1.3 of the case ¢ = 1 is complete. O

In order to discuss the second case (o + 1)A — a > 0, let us return to (3.7).
Note that A\ = Ay > 0 for this case. We set

B=(a+1AI—a (>0).
Then, (3.7) yields

(PO w(t)) = —ap(t)"*P(t)" fu(t)
— (a+ ()" P()° 7 fat)w(t)
—ap(t)"VP@) T F(w(t),e(t), t=T.
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Therefore we have

w(t) = P(T)ﬂw(T)P(t)fﬁ — aP(t)fB /p(s)fl/aP(s)ﬁflfl(s)ds
T

¢
~(a+ 1)PH)? / p(s)~ /2 P(5)°~ o (s)w(s)ds (3.23)
T
¢
—aP(t) [ ple) P Flw(s) (s)ds
T
for t > T. We can now give the proof of Theorem 1.3 of the case i = 2.
Proof of Theorem 1.3 of the case i = 2. Since £(t) — 0 (t — o0), we can choose
T >t sufficiently large so that |e(t)] < |A2|®/4 for ¢ > T. Define the functions

fi(t) and fa(t) by (3.6) with A = Ay. We may suppose that (3.8) (A = Az) holds
for t > T. Put

n(t:T) = P(t)~? / p(s)" /2 P(s)P~Ve(s)|ds, ¢ >T. (3.24)

Since e(t) — 0 (t = 00), we have n(t;T) — 0 (t — o0), and further

t

o:7) < PO [ o) P(s) [sup |s<s>|} <2 [sup |a<s>] (3.25)

s>T s>T
T

for t > T'. By virtue of the fact that sup,> |e(s)| — 0 as T — oo, we may suppose
that T is sufficiently large so that

BAS
< —
S e < T5ta 1 1)

Denote by W the set of all functions w € C[T, o) such that

lw(®)| < 4(a+Dran(t;T), t>T. (3.26)
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For w € W, we have w(T') = 0. Then, keeping (3.23) in mind, we define the operator
F:W = C[T,0) by

(Fw)(t) = —aP(t)~" / p(s) "M@ ()51 fy (s)ds
T

t

— (a+ 1)P(t)_5 /p(s)_l/QP(s)B_lfg(s)w(s)ds
T

- O / p(5)~VP(s)*~ F(w(s), e(s))ds

for t > T. Here, F(w, €) is given by (3.2) with A = As.
Let w € W. Note that

lw(t)| < 4(a + 1))\2% |:Sllp |£(s)] <\§/4, t>T,

s>T
and so, by Lemma 3.1,
0 < F(w(t),e(t)) < K(@)A\y*tw(t)?, t>T. (3.27)
Therefore, by (3.8) with A = Az and (3.26) and (3.27), we have

[(Fw)(®)] < 2(a+ 1)/\2P(t)’ﬂ/p(S)’l/“P(S)ﬂ’llé(S)ldS

T
t

+ 8(Oyil)z/\gowrzp(t)ﬁ/p(S)UO‘P(S)B1|€(s)|77(5;T)dS

T

+16a(a + 12K (a)A5** P(t) 7 / p(s) P ()1 (s: T)2ds
T

for t > T. For the second term of the right-hand side of the above, we use (3.25). For
the last term of the right-hand side, we apply the Hardy-type inequality (2.11) in
Theorem 2.2 to the case a =tg, b=T,c=t,p=2,r=F+1and

gty =p(t)"* and  f(t) = p(t)" P e(t)].
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Then we find that

p(s) "/ P(s)P~n(s; T)?ds

Ne—

S

/tp “lep(s)=F-t /p(a)_l/"‘P(o)ﬁ_1|e(a)|do ds
T
(5

T

IN

> p(s 1/"‘P( ) _1\5(s)|2d8, t>T.

Therefore, |(Fw)(t)| is estimated in the following way:

8(a+1)?

(Fu)(t)] < 2+ Dan(t:T) + Al [sup |e<s)|} W)

ﬂ s>T

+16a(a + 1K (@)™ (;) sup (51 (t:)

s>T

for t > T'. Since sup,~|e(s)| — 0 as T — oo, we can suppose that

Mot ek et < (o
o B Ls>T

and

16a(a + 1)2K (a));*+ (;)2 [sup |5(3)|} < (a+ 1.

s>T
Then we deduce that
|(Fw)(t)| < 4+ DAon(t;T), t>T.
This means that
(i) F maps W into W.
Moreover it can be checked without difficulty that

(ii) F is continuous on W,
(iii) FW is uniformly bounded and equicontinuous at every point of [T, c0).
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The Schauder—Tychonoff fixed point theorem implies that F has a fixed element w
in W. This fixed element w(t) satisfies

w(t) = —aP(t)~? / ()~ P(s)P1 £y (5)ds

T
t

— (a+ 1)P(t)*5 /p(s)*l/o‘P(s)BflfQ(s)w(s)ds

- ozP(t)fB/p(s)fl/ap(s)ﬁle(w(s),5(5))d3, t>T,
T
and has the bound (3.26). Since n(t;T) — 0 (t — o), it follows from (3.26) that
w(t) — 0 (t = 00). Further, w(t) satisfies (3.5) (A = Ag) for ¢t > T'. Put
w(t) + A§ +e(t

y(t) —_ ( ) 2a ( ),
P(t)
Then it is found that y(t) satisfies (1.15), and hence it satisfies (1.13). Then, as in the

first case, the function x(¢) which is defined by (1.14) is a positive solution of (1.1)
on [T, 00), and satisfies

t>T. (3.28)

pOP@)* (Z58) = POR = 0) + 35 +0) 3

as t — oo. Consequently,

tim p(e) /o)~ _ (3.29)
f—roo oty '
Since Ay = pél/a)*7 this implies that x(t) belongs to the class n—RVp(p(zl/O‘)*).

As in the first case, it follows from (1.12) and (3.28) that
() _ (w(t) + A8 +e(t) M/

a(t) p(t)/>P(t) (3.30)
B Az (w(t) + Ay + (t)) T/ — )y - '
~ p(t)YeP(t) p(t)/*P(t) LT

Using (3.4) in Lemma 3.2, we see that
2
[(w(®) + 25 + ()7 = X < AT {Jw(B)] + [e(t)]}

for all large ¢. By (3.30), the solution x(t) is expressed as

T / w(s g 5)) (/e _
o) = prgony o | [ RSS2 ) P

T

for t > T1, where T is taken sufficiently large.
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Note that the assumption (1.18) implies

Then, by (3.26), we have
[ lw)
———————dt < c0.
/ pOVPH
T

Therefore, as in the first case, it is seen that z(t) is written in the form
z(t) = co(t)P(t)?  with ¢o(t) = ¢o € (0,00) as t — oo. (3.31)
Then we have
' (t) = e (O)pt)"VeP@)* 2! with ei(t) = coro as t — 0. (3.32)
Without loss of generality, we can suppose that ¢g = 1 in (3.31) and (3.32). This

shows (1.19) with ¢ = 2. The proof of Theorem 1.3 of the case ¢ = 2 is complete. [
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