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Abstract

This paper presents a modelling framework of cémalibased maintenance policies for continuously
deteriorating systems, based on semi-regenerateaastic techniques.

1. Introduction & problem statement maintenance policy based only on the age of the
system and on the knowledge of the statistical

information on its lifetime [10,17,18]. However, as
stressed in [9], the price for this higher effiggris the
requirement of a mathematical model for the stawhas
eterioration process of the maintained systemrelhe
is an economic necessity to quantify and model the
deterioration / maintenance process, since thisemod

. . ; : L can be used by the maintenance decision-maker as a
practitioners, classical preventive maintenanceciga tool to optimize the maintenance decisions and to

[5’2.3’24] are more or _Iess well established, bateh minimize the total maintenance cost of the system.
static preventive maintenance approaches do N tsually, the task of deriving such a mathematical
always meet the needs and requirements of hlgrpnodeI turns out to be more complex than just

E:;fg(;m??Cererc?i't.ntgn?:;i;[gga;héz (S:t?gf[gxgscindﬂfg statistically describing the binary transition froen
(or predictive) ! gl m f“good state" to a "failed state".

Moreover, the development and dissemination o
systems monitoring facilities and mair?tenance.l.hiS paper precisely examines the problem of
qurmatlon management and the need for 'mpmveddeveloping a mathematical maintenance cost model fo
maintenance performance under budget and resourc%%sessing and optimzing a condition-based
con_straints foster the_ implementation of such dyoam maintenance policy for continuously deteriorating
ma_ur_ltenanpe s'Frategles. Hoyvever, to ensure a_salfe asystem. This modelling task usually consists inesav
efficient migration from static (but robust) previer steps:

maintenance policies to dynamic condition-based '

maintenance policies, we need to develop practice-
oriented maintenance performance model that can
allow to assess and to optimize their performance
[5,21,22].

For a gradually deteriorating system, the most
advanced preventive maintenance strategies reflyeon
monitoring of a measurable system diagnostic
parameter (T'system state") and base the mairtenan
decisions on the level of deterioration of the sgst
Generally, such a condition-based preventive
maintenance policy is more efficient than a prewent

This paper is devoted to the synthetic presentatfan

stochastic modeling approach of condition-base
maintenance policies for continuously deteriorating
systems, which has been applied on several differe
condition-based maintenance policies, see e.gl]2,1

The main motivation for this kind of work is the
following. Nowadays, among maintenance

e deterioration and monitoring information
modelling (modelling uncertainty, taking into
account the lack of maintenance data, ...);

* modelling the effect of maintenance;

e definition of maintenance decision process
(pre-defined parametric structure vs. open-
decision, control limit policy, inspection
rule, ...);

e building the performance model and
optimizing the maintenance parameters.
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2. Continuous deterioration modeling Assume that the system can be inspected or magatain

For many real-world systems, the deterioration @ssc only at periodic discrete maintenance tintgs=k.d ;

due to wear and tear is intrinsically continuougy. e thus, only the discrete-time stochastic process
systems subject to erosion (hydraulic structuré@s),  1Xk = X(t)} can be observed. The elementary
corrosion (steel reinforcements of concrete stmestu  deterioration increments occurring between two
pipelines), consumption (tires, brakes), cumulativesuccessive maintenance timgsandt,,, are assumed

wear (cutting tools), ... For these systems, theomoti to pe positive, exchangeable and stationary. The
of “discrete states” often used in maintenance angositiveness of the increments corresponds to the
reliability models [9] might be irrelevant whered®  increasing monotonicity, which is a behavior obselrv
level of deterioration (which can be measured inin physical deterioration process. The propertiés o
practice, eventually through a strongly correlatedexchangeable and stationary increments are very
process) has generally a clearer and more physic&imilar (even if weaker) to the properties of statiry
signification for the maintenance decision-maker.and independent increments. The stationarity and
Accordingly, the choice in our work on maintenance jndependence entail the ““memoryless” property tha
modelling is to develop a model to assess main@an the future increment of deterioration depends eeith
decisions based directly on an observed deterorati on the current level of deterioration of the systeon
level, without involving more abstract quantitiékel  on jts age, but only on the period of time over chhi
one-step transition probabilities in a finite-statecess  the system deteriorates, [4,13,16].

(with artificial states constructed by discretipatifrom

the continuous deterioration process) in the mougll A these desirable deterioration properties leadhe
procedure, see e.g. [12]. o class of Lévy processes [1] to develop a model of
The basic aim of deterioration modelling is to l#ea 4raqual deterioration. Any process belonging to the
to predict in some sense the future evolution & th ;555 of Lévy processes is the sum of a Wienergssoc
deterioration level and to interpret and give selose 54 a jump process, [4,16]. Hence, Lévy procesaes c
deterioration raw measurement (Is this deterionatio e sed to model purely continuous deterioration
acceptable? How much time left before failure? ...). 5rocesses as well as “jumps” deterioration processe
As presented by R. N'Col‘a' in [16], (Eleterloratlcm_\do(_a Forcing increasing monotonicity in the class of yév
represented using a “black-box” model (lifetime qcess leads to jumps processes which are cleatly

distribution), a “white-box” .model (explicit modgl the most adapted to model gradual continuous
constructed from the physics of the deteriorationgeterioration phenomena. One solution is then to

phenomenon) or a “grey-box” model (kind of stress-onsider the limit case of a jumps process with a
strength model in which the system failure occurs.q,ntable infinite number of jumps on a finite i

when a measurable quantity representing time«f time which in turn leads to the Gamma processes
dependent deterioration exceeds a threshold). én thipecause the pdf of the deterioration increments is

approach presented in this paper, we considerldss ¢ - Gamma and infinitely divisible, [7]). Gamma process
of “grey-box” models. have been widely used in deterioration modelling fo

] ) ) o maintenance applications, see [14] for a complete
The deterioration behavior of the unmaintainedesyst (aview. In this paper, we will use stationary Gamma

s represented Dby a continuous-state univariatg,ocesses to model the deterioration phenomenon of
stochastic procesgX(t),t 2 Obwith initial level of  the system to be maintained.

deterioration X, =0. The deterioration is strictly
increasing which means that the system worsens wit|

time due to ageing and accumulated wear or damag.’ } . \Fa"ure

The system failure occurs when a limit deterioratio L Fallure zone -
threshold_ L is crossed: beyond this level of Operating zone g EUnavaHam”w
deterioration, the system can no longer meet ee'ss  § s —
requirements and is considered as failed,Fsgere 1 ‘g Q‘oces%

This failure can be either an actual “"hard” failaf an 5 - o@r o ~T (et (t-). )

active system or a pending failure of a passivéesys 3 el

or structure. The failure is not assumed to be- self i : ~T'(c.8,p)

announcing, i.e. it can be detected only by an = - : P
inspection. After failure, the system remains 5 ! Time

unavailable until the next scheduled maintenancerigyre 1 Deterioration and failure of the system
operation.
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A stationary Gamma process satisfies the following 2

properties:

e X0O=0; Failure

» the deterioration increments are stationary and
independents ;

—

» the random deterioration increment between E
timessandt, X(t) - X(s), follows a Gamma =
. o
law: 3
g
1 (t=s)-1 X/ B °
foiee (X)) = xS A
(t-5).8 _ a(t-s) {x=0} Sequential
att-9)8 s
(A tes1) ?
- . . - . U 1 1
with a(t) is a linear function of time. b B =
3. Condition-based maintenance modelling Figure 2 Principle of a sequential condition-based

maintenance policy

3.1. Maintenance problem statement

_ o _ _ 3.2. Parametric structure-based decision rule
Once the stochastic deterioration model is avalabl

our objective is to develop maintenance models forPéveloping ~a quite general condition-based
sequential condition-based maintenance policy formaintenance model leads to the formulation of a
system monitored through inspections, i.e. whoatest decision problem at least in a two dimensions space
is not continuously observed. The main featurehisf t For ~a  “simple”  condition-based  periodic
kind of policy is that the decision is sequentiadiyd  inspection/replacement policy, we have to determine
dynamically adapted to the level of systemthe replacement threshold and the inspection period
deterioration measured during an inspection. Adter ~Obviously, the problem dimension increases with the
inspection at time, revealing the system deterioration cOmplexity of the considered policy, e.g. to takei

level, we have to make a decision on two points seaccount several different maintenance operations
Figur,e 2 " 7 (complete replacements or overhauls, minimal repair

partial and imperfect repairs,...). In theory, the
decision problems corresponding to these more
complex policies can be formulated using the dylami
programming tools, and their performance can be
evaluated using classical policy optimisation
algorithms (Policy Iteration Algorithm). Several ks

. . . . have followed this approach [15]; however, we may
We want to consider mainly inspection/replacement

. ; ) . see two main problems with it :
policy, but also more complex policy involving
different maintenance action such as partial rgpair
with two main characteristics: (i) the inspection
schedule is not periodic, and (ii) the nature amel t
time of the maintenance action are jointly optirdize

. What action A, should be undertaken on the
system to maintain it in a proper condition?

. When should be performed the next inspection
on the system?

. from a theoretical point of view, for a general
policy, it can be difficult and burdensome to
formalise and solve the corresponding decision
problem, even numerically ;

from a practical point of view, the resulting
structure of the optimal policy can be quite comple
and hard to implement on a real system.

To solve the maintenance modelling problem and to’
develop the mathematical maintenance model, we
propose a 3-steps approach: first, we choose a
parametric structure for the maintenance decisita r Our preferred approach is to impose a parametric
Secondly, we characterize the steady-state behaviou

of the system maintained under the chosen parmemstructure to the maintenance policy, and the patensie

. . . of this structure constitute the maintenance degisi
maintenance decision rule. Finally, thanks to the

knowledge of the steady-state behaviour of theesyst variables. The advantage of this approach is taaed

: : the size of the problem space when searching for th
we evaluate the maintenance performance criterion o

interest, so as to be able to optimize the maimena pptlmal policy. Of course, there is a risk that the
policy. imposed structure does not correspond to the

absolutely optimal policy. However, even if a praef
not available in the general case, several existing
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results [23,24] indicate that for systems with a ins‘fgteecrt-ion AT
stationary Markovian deterioration, the two follogi time

features are desirable:

m(0) } inspection

. The replacement decision is based on “control geoiri
limit decision rule”, viz., the system is replacgtden

the deterioration level exceeds a threshold. When AT=m(X)

several different maintenance actions are to be

: . e - ATy e
considered, a multi-level control limit decisionleru " :
can be adopted; m(M) ..
. The inspection schedule is constructed : ! X
d icall d tially to adapt to th 0 ; —k
ynamically and sequentially to adapt to the 6 x | Systemstate
observed deterioration level of the system: a more Tn revemive(de‘e"m"f’")
deteriorated system is inspected more frequently. rgﬁkacim&nt
threshol

After an inspection, the inter-inspection time .(i.e ) ) i S
until the next inspection) is determined as a fiomct ~ Figure 4 A continuous inspection scheduling function

of the system state (or deterioration level) usamg o ) )
“inspection scheduling function”. This “inspection COst criterion the cumulated maintenance cost at time

scheduling function” can be either continuous (for t, denoted C(t), includes both direct and indirect
continuous time problems) or step-wise (for dissret maintenance costs (maintenance crew costs, spare
time problems), seigures 3andFigure 4 parts, production loss, performance degradation,...).
The expected maintenance cost per time unit over an
The resulting policies belong to the class of statiy  infinite time span is given by:
Markovian policies, deterministic of partly randa®d
(when e.g. the repair level can be random). C. =tlim@ or C. :t”m E[Ct:(t)]

3.3. Policy performance assessment

The performance of maintenance policies are usuallyhvailability criterion: denoting D(t) the cumulated
assessed through the availability of the maintainecdunavailability duration of the system up to timehe
system and the overall maintenance costs balance. lasymptotic unavailability is given by:
this paper, we focus only on an asymptotic evabuati
of these quantities, i.e. the expected cost peg timit — .. D@ - E|5(t)|
C.and the asymptotic unavailabilityh, over an Aw_!'TOT or A, _!'Hl t
infinite horizon.
The main objective of a mathematical maintenance
inter- AT model is then to allow the evaluation of these

msﬁﬁwcemn ‘ quantities C, and A,. The construction of such a

inspection model_ requires firs'g th_e modelling of the statignar
N T S?&ngigolir?g behaviour of the maintained system state.
I
3.4. Modelling the maintained system

AT=m(X) deterioration behaviour

R S Maintenance actions modify the deterioration
J behaviour and permit to control the deterioration
e s L - process. Let assume that the action of the maintena
5 IR ‘ 2_( policy leads the maintained system to exhibit a
Ey Es E5  En.g EN systemstate stationary behaviour. The aim of the maintenance
(deterioration)  gntimization is then to tune the maintenance
Xtn preventive parameters (thresholds, inter-inspection times, in.)
rig'é‘;%"gﬁ”‘ order to keep the deterioration level of the sysiten
optimal zone where maintenance costs optimally

Figure 3 Step-wise inspection scheduling function ~ balance the failure and deterioration cost, so that
profit from the system is maximum.
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Regenerative properties of the maintained system

- i i i Markov rewal (or
state A very class_lcal approach to this problem is to A semb ragenpritive)
derive an evaluation procedure for the asymptotic . cycle

criteria taking advantage of the renewal propertes -

the stochastic process describing the maintaines
system state. Indeed, after an as-good-as ne\
(preventive or corrective) replacement, the staihas
deterioration proces{sx ®,t= O} starts again from the

new state K(0)=0); it evolves with the same

probabilistic behaviour and is independent from the
past, viz the history and past events of the systen
before the replacement. The stochastic proces h renewal (or regenerative) cycle
describing the maintained system is thus a regévera _ ' o
process and the replacement tim8s are renewal Figure 5 Schematic evolution of the maintained
points (and regenerative times) for this proces$, [ system state with inspection (bullets), partiabiep
[3], [19], seeFigure 5 Applying classical renewal (x) and as-good-as new replacements (+). Note the
theorems, the expected cost per time unit on anitef difference between seml—reger]eratlve (or Markov
horizon can be computed as the ratio of the exgdecte renewal) cycles and regenerative (or renewal) sycle

cost on a renewal cycle over the expected length of

System state
(deterioration)

T4 To T3 T4 Ts Tg T7 S1 Time

-
L

In both cases, it is not easy to use the regemerati

cycle: . L
properties of the maintained system state to stilee
problem. However, to overcome this difficulty, & i
C, =Ilim E[C(t)] = E[C(S)] (1) often convenient to use its semi-regenerative ptgse
ot E[s] (if any).
where . is the time of the first replacement. Semi-regenerative properties of the maintainedesyst
Similarly, we have: state— The implementation of a Markovian stationary
- inspection & maintenance policy on a Markovian
A =lim E[D (t)] _ E[D(S)] deteriorating system brings semi-regenerative (or

tew  t E(S) (2) Markov renewal) properties to the process desagibin
the maintained deterioration state. Under these
This classical approach has proven its efficiengg a (I;/Iarkmélan Iassun”;]ptlorg)s, thed ré]amt_enar_]ce ldec:|5|ons
simplicity of use for classical “static” preventive epend only on t € observec eter|orat|_on gvedi an
the maintenance actions modify the deterioratioelle

maintenance policies, [23], [24]. However, for moreb th ttect on the d dati § itgel
complex, dynamic, condition-based maintenance ut-have no efiect on the degradation process, s

policies, this approach based on renewal propedfies th_e l_mderlying detgrioration me_char_wism (obviously,
the maintained system state turns out to be rathe}CI'S IS _onIy a wqumg assumption in Fhe proposed
difficult to use. arkovian modelling framework, and in general a

When the maintenance policy includes severa/naintenance  action can very well modify the
different maintenance operations (and not only as_deterloratlon 'mechanlsm itself). Consequgntly, Fhe
good-as new replacements), a maintenance action doéUture behawo_ur of the_syst_em after an inspection
not necessarily ends up with a system renewal and gepend_s only if the deterioration 'e"‘?'. revealediiy

return to zero of the corresponding stochastic ggsc Inspection. In other words, conditionally to the

The time between two consecutive as-good-as nevgeterioration level mea;ureq upon an inspectiod,ain
replacements can be very long and, consequenty, thsteady-state, the deterioration process beforeafted

evolution of the system on a renewal cycle candyg v the ms'p'ectlon are independent ?”d fOIIO.W the same
difficult to apprehend and to characterize. It fisig probability law. The embedded discrete-time process

difficult to compute the expectations in Equatidt} plescrlb_lng _the system deterlorat_lon _Ievel at the
or (2). inspection times is a Markov chain with stationary

When maintenance decisions are based on th@wn’ [11 [3.]' The mair_1tained deterioration process iS.
deterioration level, and not only on the fact thz also a semi-regenerative process and two successive
system is either running or failed, the knowledgehe ~ INSPection timesT, and T, define thus a Markov
lifetime law is not sufficient to solve the maingeice ~ renewal (or semi-regenerative) cycle, déigure 5
problem. It is also necessary to know the probigbili These semi-regenerative properties can then be used
law of the deterioration level of the maintainedtsyn. ~ Wwith profit both to compute the asymptotic critedh
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maintenance performance and to determine then two examples of condition-based maintenance

stationary law of the maintained system state. policies.
Evaluation of the asymptotic performance criterido sstgf;jgg) 4 }
compute these criteria, the semi-regenerative ptppe Corrective
offers a solution more efficient than the classical "2, replacement zone ?
renewal theorem. Instead of considering a renewa (fixed) replggz\;gg;itvgone }
cycle, the study can be conducted on a Markov rahew M ! i
cycle between to inspections, which simplifies Aol - 1
considerably the analysis. But, the price to paytlits :
simplification is that we have to consider suchyeale “Taz)p é%
at steady-state, viz the expectations in Equati{dns > j’%_:
and (2) have to be computed with respect to the =65
stationary law of the maintained system state (iwhic
has to be evaluated). For example, we have: y
e o
Time (1)
c. =iim ECO] _ E[CS)] _ E,lc(T)] @) 4 b eeb . o
t-o E[S] E”[T] 0 Ty Te T3 Ta TsTgT7:Ts regeneration
times
(inspection)
where T is the time between two inspections at steady- . 81 P F;egteirr;%rsation
state. (replacement)

Determination of the stationary law of the maingdn ~ Figure & Schematic sample path of the maintained
system state The semi-regenerative property allows deterioration level

one to shorten significantly the study horizon: a ) ) o

Markov renewal cycle (between two inspections) is4- A continuous time condition-based

enough and it becomes easier to analyze its balravio inspection & replacement policy

It is thus possible to determine the transitionryig section presents the policy presented andestud
probability law of the process, and then solving th in, e.g., [11].

invariance equation to obtain the stationary law

. iy _ 4.1. Policy structure

In  conclusion, for condition-based maintenance
policies, once the parametric structure has beesesh Consider the following condition-based inspection a
for the maintenance decision rule, the evaluatioh®  replacement policy. After the™inspection performed
performance criteria relies mainly on the probab#i  at time T,, we have to decide whether the system
modeling of the deterioration of the maintainedt®ys  should be replaced or not, and the time of the next
at steaqu-state, which is co_mpl_etely characterhy_&t_j inspectionT,,,. We adopt the decision rul& refers

its stationary law. The derivation of the trangitio R } r
probability law and the stationary law of the to the time just before the maintenance action):
maintained system state is thus the enabling keg, a

of course, the main difficulty of this modeling wor ¢ If X(T,)=L, the failed system is correctively
When compared to more classical maintenance modelsreplaced at a cost.and the unavailability duration

based on lifetime law, this point constitutes the sjnce the previous inspectiai(t) generates a cost at
additional modgllng task. Once the 'steady' stateemjoql a rater,. After replacement, the system is as good as
of the maintained system state is available, it is

new (X(T,) =0).

generally easy to compute the performance crigsia
function of the maintenance parameters, and then te If M <X(T,)<L, the system is preventively
find the op'_umal value; of these_ parameters. Tleealis replaced at a costc, (with c,<c,). After
these semi-regenerative techniques can be seen as a _
extension to continuous time and deteriorationllefe ~ feplacement, the system is as good as new
the semi-Markovian techniques presented by (X(T,)=0).

Gertsbakh in_ [10] as one of the_most powerful tdo!s_ . If X(T')<M, the system is left as it is
tackle the discrete time and discrete state canditi _ -

based maintenance problems. (X(T)=X(Ty)).

In the following, we illustrate this modeling appah
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. In any case, the time of the next inspection is conditionally to the deterioration level &t , the
computed asT,, =T, +AT, with AT, =m(T,), processes{X(t),t =0} and {X(t+T,),t =0} have
where m(.) is the inspection scheduling function  the same law. The procdsé(t),t = O}is thus also a
defined in Section 3.2, see alsmure 4 semi-regenerative process and the inspection times

T, are its semi-regenerative points. Moreover, the

discrete-time stochastic process describing the
system state at each inspect{dtk) = X (T,)}...is a

All the maintenance actions are assumed to have a
duration equal to zero, i.e. their duration is ¢dased

to be negligible and neglected in the model. Whitis t k=0
decision structure, the two maintenance decision continuous state [(),M[) Markov chain and the

“Val‘ii?.bles" are the replacement threshdl and the process{Yk’Tk} is a Markov renewal proceSS. Since
;unctl'on m(.). Figure GfShr?WS a samplg path of thz after an inspection, there is a non-zero probgtidit
eterioration process of the maintained system UNde o system to return to the new state, the tramsiti

this policy. probability law of the proces§Y (k)},.,is a convex
4.2. Policy performance evaluation combination of a pdf and a Dirac mass:

The policy performance can be quantified by thaltot P(dy| X) = Fam 5 (M = X)3, (dy)
expected maintenance cost per time unit on anitefin ’
time span due to both maintenance operations and
unavailability of the maintained systenC_. The

+ fam(x),ﬂ (y - X) I {xsy>M}dy

cumulated maintenance cost at titnes: where f, , and F, , correspond respectively to the
pdf and survival function associated to the Gamma
C(t) =c;N; (t) + ¢, N (t) + . N (t) +ryd(t) law. Note that the two parts @f(dy|x) correspond
to two different evolution scenarios on a semi-
where N (t) is the number of inspections at tinte renewal cycle: natural deterioration or return to 0
and N, (t) (resp. N (t)) the number of preventive after replacement.
(resp. corrective) replacements at titne The regenerative property allows the use of classic

The choice of the policy parameters affects diettte  renewal results, as described in Section 3.4.. Kewe
number and the nature of the maintenance operationg,e study of the maintained deterioration process
and consequently the cumulated co€tt). The  remains difficult even if conducted on a renewatley
expected cost per time unit over an infinite tinpars  and the computations of bolE[C(S)] and E[S] are

C. is given by: not easy because the processpé(t),t=0} and

], Eo) .71} are “imbricated”. In order to reduce further

1 TG fim the analysis horizon, we can take advantage of the

EN], , . Eld@)] semi-regenerative  property of the maintained
t a lim = deterioration process and use Equation (3) to céenpu

the cost criterion. Now, all the difficulty comesoiin

At this point, all the difficulty is now to evalumtthe the evaluation of the stationary law of the Markov

four terms (limits and expectations) in the abovechain {Y(k)}kzowhich can be obtained as the solution

expression. In order to simplify the analysis asd a of the invariance equation:

explained in Section 3.4., it can be noticed thmg t

process{X (t),t = 0} describing the maintained system n()= [P(|x)n(dx)

state exhibits both regenerative and semi-regduerat [om]

properties:

. Each replacement returns the system to an agt can be shown [10] that the solution of this epra
good-as new state, and the deterioration procests also a convex combination of a pdf and a Dirassn
starts again with the same law. The [1]:
proces§X (t),t = 0}is thus a regenerative process;

the replacement timeS, are regenerative points and
form a renewal process.
. After each inspection at tim&@,, the future

evolution of the maintained system state depends
only on the observed deterioration level:

C,=¢C lim

t - +oo

+C lim

t - +oo t - +oo

n(dx) = ad, (dx) + (L— a)b(x)dx
where

a=1/(1+[)" B(x)dx),
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b(y)

a
——B

-2 ()

andB(y) is solution of the renewal equation:

B(Y) = fam@s(¥) + onB(X)fam(x),/; (y — x)dx

Once the stationary lawn is available, the cost
criterion can be computed a3 (is the time between
two inspections at steady-state):

=c En[Ni(T)]+C EU[NPG—)J

OEM T E
oo EANMI,  Efd)]

©OEDT T ET]

C

(4)

On a semi-regenerative cycle, one and only one

inspection is performed; thus, we hal-Ze,[Ni (T)] =1.

The other quantities involved in Equation (4) can be

computed as follows:

. Expected number of preventive replacements >« &

on a semi-regenerative cycle:

E N, (M]=P.(M < X(T7) <L)
= [O{A([l?am(x),ﬁ(M =X) - I?a'm(x),,li'(l— = X))7rr(dx)

m(x) =1+ max((x),0) where n(x) is defined by
n(x) =a-(a/b)x. In this case, the maintenance
policy parameters to be optimized ame b, and M .
For the data seta =1, (=1, L=12, ¢ =25,

¢, =50, ¢, =100 and ry =250, the optimal values
(obtained by a classical optimization algorithm) are

a =55, b =55 and M" =56. Figure 7 presents
the iso-level cost curves in the plaf@, b).computed
for M =6.

10
Ll
a

7

Com[M:ﬁ)

Figure 7. Iso-level maintenance cost curves for the
condition-based inspection & replacement policy.

5. A discrete-time inspection, repair &
replacement policy

. Expected number of corrective replacements!n this section, we apply the proposed modelling

on a semi-regenerative cycle:

EA[N.(M)]=P(X(T,)=L)
= Jl?am(x),ﬁ(L = X)77(dx)
[om][

. Expected unavailability duration on a semi-
regenerative cycle:

E,Jd(m)]= ) ([EXJJ |9y dST(E)

([g”m F. 5 (L - x)dspr(dy)

- [o,IM
. Expected length of semi-regenerative cycle:

E.[T]= [ er(x)n(dx)
o,M

4.3. Numerical example

For a numerical illustration of the use of this moael t
assess the performance of this policy, we consider
linear inspection scheduling function
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approach to a more general policy in discrete time
proposed in [2]. The considered maintenance policy
includes partial repairs, together with inspections and
as-good-as new replacements. The partial repairs do
not renew completely the system, but they improve it
by returning to a lower deterioration level. We also
relax the assumption of instantaneous and immediate
maintenance actions: during each maintenance action
(even inspection) the system is stopped, and the
maintenance action contribute in this sense to increase
the system unavailability. Again, the model
development proposed in this section illustrates the use
of semi-regenerative techniqgues to solve the
maintenance model.

5.1. Policy structure

The system deterioration is observed on a discrete-time
grid t, =kAt, and the deterioration increment on a
period Atfollows a Gamma law f. After an
inspection at t, revealing a deterioration level
X(t,) =y, we adopt a decision rule based on multi-

tevel control limit rule involving N +2 thresholds.
The first N -1 thresholdsé;, to &, are used to
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schedule the inspections, deigure 3 The thresholds preventive and corrective actions, and the threkigol
éy and ¢, are respectively the repair and allows the control of the trade-off between the
replacement thresholds. A threshaldis introduced to  efficiency and cost of the repair actions.

determine the depth repair and delimit the so-dalle o
“re-starting zone” in which the deterioration levetst ~ Figure 9 presents a sample path of the maintained
lie after a repair. We adopt the following decisiofe, ~ deterioration process under this policy.

seFigure 8 _ ] o
5.2. Stochastic modelling of the maintained

. No action on the system and next inspectionSystem state
scheduling if yO[&,&.,[ with 1=0,.,N~1, the  For this policy again, the study, analysis and riivde
system is left as it is and the next inspection isof the behaviour of the maintained system statebean
scheduled(N -1)At later. This inspection incurs a significantly simplified if we take advantage ofeth

costc, and lasts a random tinTe. semi-regenerative properties of the corresponding
process.
X(t) 4
Failure zone (Corrective replacement) Corrective replacement
L
; :
S _ i (Preventive replacement) Preventive replacement
m'r.—ﬁ sn+1 JI : : : é BT e ——
§.§ £ . (Preventive partial repair) g S I | S S (R
2N ! o
E® &n-1 { * & -
e i : : £
25 En-2 = *I Decision : next inspection date 2
Gk | i Ejr o=y clps smos paogagt = buvic dufa e guais cas
> £
) E‘[ 2 -4 o :
— 1 L) & R O S O R R AT A ASAREARS NS A JORSE
z 4 = ol —d @ Restatting zone .
' : Restarting zone et g Tne1 lneo Ins3 Tnea 0 Time
Eo i } i oy s; i Semi-regénerative cycle i5j+1
ks Yl 143 tean-1 ytk+n Regenerative cycle :
\ 1 f// Tme

Figure 9 Sample path of the maintained system state
for a 4-threshold policy;,¢,,é,,{ (N=2).

- marks the beginning of a maintenance operation;
decision rule. marks the end of an operation.

| Possible times for inspection |

Figure 8 Parametric structure of the maintenance

* Repair:  if yD[fN,fNﬂ[v the system pgecause of the presence of perfect replacemerds, th
undergoes a partial repair which improves itsmaintained system state is a regenerative process.
deterioration level by a random quantifyy without However, as shown ifrigure 9 the renewal cycles
renewing it completely. The deterioration leveleaft (viz., between two replacements) can be very lord) a
repair is known and lies in the restarting zone, i. quite complex to describe. Consequently, this
y-Ay</. If (y-2y)0[&,¢.4] with  regenerative property does not help that much eeso
| =0,..,N -1, the next inspection is scheduled the problem. _ o
(N-1)At later. The repair costc, (y,Ay) may The_ system evolutl_on after the beginning of any

o r _ maintenance operation depends only on the level of
depend on the efficiency (or depth) of the repeie  jeteriorationy observed at its onset. Conditionally on

repair duration 7,(y) may also depend on itS y ihe characteristics of the maintenance operation

efficiency. _ _ (length, cost, effect) and the future evolution tbé

. Replacement:if y>¢y,, the system is  gystem after this action do not depend on the st
undergoes and as-good-as new replacement, eithenaintained deterioration process is thus a semi-
preventively if y[£y,q,L], or correctively ify> L. regenerative process. The timEsof the beginning of

The next inspection is scheduleNAt later. A the maintenance operations are the semi-regeneratio
preventive (resp. corrective) replacement incurs ar Markov renewal points. The deterioration level a
costc, (resp.c.) and stops the system for a randomthe beginning of the maintenance operations
{Yn =X(T,),nz 0} form the embedded Markov chain

of the process; the Markov renewal points delimit
independent cycle, conditionally on the Markov chai
{v.,n=0}.

duration equal ta . .

Within this maintenance decision structure, the
thresholdsé, allow the control of the balance between
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In order to assess the performance of this maintea  z(x) = [ m(y)F (x| y)dy
policy, the horizon can be limited to a semi-
regenerative cycle. A semi-regenerative cycle is
completely characterized by the deterioration leyel

at the beginning of the maintenance action, andemor
precisely by the following quantities, all dependen

y: effect of the maintenance action on the N1
deterioration level 4y ), maintenance action duration F(X|Y)= Xlgqs o0 f M (x-y)
(r), system deterioration level after maintenance =
(y—Ay) and time of the next inspection which marks Ny e (N-1)

the end of the cycle (the unknown system statéiat t T lé &l E)Iy‘mm(‘(‘*“) Fay (Vo) T (X =Y+ Yo )Y
time is denoted x). The evolution from the sconania

deterioration levely to the level x on the semi- AT 1}f(N)(X)

regenerative cycle corresponds necessarily to bee t s:enari "

three following scenarios.

where the transition lawr(x|y) from a levely to a

level X is constructed from the three above-mentioned
scenarios as follows:

scenarid

. Scenario 1 (inspection):yD[E,,{,ﬂ[ with

) ) ) Probability P‘(k,y) of the length (in At) of a
| =0,...,N -1, an inspection is performed and the

) _ _ maintenance action initiated at the deteriorati@ve!
system is unavailable for a duratiom . The . gince the characteristics of a maintenance operati
deterioration level is not altered by the inspettio depends only on the deterioration level at its

Td tl;e r;jext mspgcﬂoh IS SChEduW__II)A;_ later; beginning, the probabilityP' (k,y) can be evaluated
thus the deterioration incrememt—y until this next . " oo <canarios as follows:

inspection follows the probability lavf N ™ .

. Scenario 2 (repair):yO[&y,&y.[, @ partial P' (K, Y) = lyfosy i Py (7 2K)
preventive repair is triggered which rejuvenates th scoraria
o o g o e el B 201 0
system is unavailable for a random duratmiAy) . e Py(r,pc(y)S:nlj;
After repair, the degradation level=y - Ay lies in
the restarting zonéO,Z[ and in an inspection zone
yD[E. ,E.+1[, | =0,..,N-1. An inspection is 5.3. Policy performance evaluation

scheduled (N-I1)At later. The deterioration \We can consider two performance criteria: the

increment until this future inspectiow — (y — Ay) expected maintenance cost rate on an infinite sipan
and the asymptotic availability of the system.

scenari@®

follows a probability lawf N .

. Scenario 3 (replacement)i_ yZ_fNﬂ, &  Cost criterion: it is composed of the costs due to
replacement (preventive or corrective) is performedmaintenance operations themselfes(t) , the cost of
and the system is unavailable for a random duratiorhnavailabilit

7,..(y) . After replacement, the system is as-good-as y due to system failurg, (t) and the cost
oY) P ' y g of inactivity of the system for maintenan€e(t) :

new and the next inspection is schedulefit later.
The deterioration increment until this next inspatt
pae E[r )+, @+ ®)]

x follows a probability lawf ™) . C,, =lim .

The evolution of the maintained deterioration leael  ayajlability criterion: it is evaluated from the
steady-state can be characterized by two quantities ., mulated time spent in the operating phaxt) and

Stationary law of the maintained system statevhich e cumulated time spent in the failed statg(t) :

can be computed as the solution of the invariance
equation A = lim E[D, (t) - D, (t)]

t o0 t
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Using the semi-regenerative properties and Equatiomecause, for example, of a varying environment or
(3), the criterion cost can be computed dsis(the  demand on the system. In this case, the condition-

time between two inspections at steady-state): based maintenance policy has to be adapted:
_E,.lcm)] An on-line monitoring procedure can be added to
Co = E [T] detect the changes in the deterioration proces&rnvdh
n . .
change is detected, the maintenance thresholds are
= E”[rm(T)]+E’T[ri (r)]+E”[r” (T)] updated to match the actual deterioration modes Thi
En[T] approach offers a solution to adapt the maintenance

decision to a varying deterioration process, but
All the guantities involved in the expression®©f can  introduces new sources of uncertainties becauseeof

be evaluated numerically by integration fromix) and ~ false alarms generated by the monitoring/change
detection procedure. The monitoring and maintenance

P'(k,y) . Consider for example the cost associated toparameters have to be jointly optimize in orderetach
the maintenance operations, gathering costs o0fn  overall optimal performance for the

inspections, repairs and replacements: monitoring/maintenance policy, [8,20].
E ([T (T)] = Ef[Cioep(T))] The changes in the deterioration process can beadue
+E[Cropar (T)]+ En[Crepl(T)] a stressful environment. If the effect of the
environment on the deterioration process and if the
with environment can be monitored, better maintenance
performances can be obtained if the environment
” monitoring information is introduced in the
En[Cinsp(T)] =¢ " (y)dy maintenance decision procedure [6].
Er[Crepar M) = [854 (7, C, (¥, o) Ty (¥o)dlyo Jrty)y However, in such cases, the maintenance modelling

problem becomes more complex, and is not always
o . solvable by analytical means, even with the semi-
En[crepl(T)]‘CpffNﬂ”(y)derCcJL”(y)dy regenerative techniques and we may have to resort,
even partially, to stochastic simulation techniques
The availability criterion can be evaluated as:
7. Conclusion

A, = E,,[Do(l')] _ E,,[Du (I')J The two main lessons from this lecture could be:
En[Do (T)] + En[Di (T)]
1) to show the interest of condition-based mainteea
Here again, all the quantities involved in the policies based on “grey-box” deterioration models :

expression Oono can be evaluated numerica”y by such pOIiCieS have allows the dynamiC adaptation of
the maintenance decisions to the temporal varigbili

integration fromn(x) and P' (k,y) . of the deterioration and the control of the system
Note however that a further modelling work is deterioration around a level where preventive and
necessary to evaluate completely the criterions. Focorrective maintenance costs reach an optimal bajan
example, one has to determine the cost function

C, (y,4y) or the pdf f,, . Further information on the 2) to show the efficiency of semi-regenerative
system, expert opinion or working assumptions have techniques which provide an efficient tool to solve
be injected in the model at this point. After this Maintenance modelling problems for “complex”
criterion evaluation, the policy optimization reges ~ Maintenance policies.

algorithms adapted to the multi-criterion formubati
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