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1. Introduction
Model predictive control (MPC) of power converters and electric drives is still open to research despite 
excessive development efforts (Rodriguez et al., 2022b, 2022a). In particular, finite control set MPC (FCS-
MPC) strategies have been the focus of interest because of their compatibility with the discrete nature of power 
converters and the ease of incorporating additional control objectives (Li et al., 2022). Predictive torque control 
(PTC) and predictive current control (PCC) are the most popular ones and have been widely applied for high-
performance induction motor (IM) control. In the literature, it is reported that PTC provides fewer torque ripples 
compared to PCC (Wang et al., 2015). However, both FCS-MPC strategies, particularly PTC in the presence of 
no additional control objectives, suffer from tuning the weighting factors (WFs) (Dragičević and Novak, 2019; 
Mamdouh et al., 2018).

One group of studies proposes different ways to select WFs, while the other group tries to eliminate these 
WFs. Considering the first group, the trial-and-error method is a well-accepted way to choose WFs in practice 
(Sahin et al., 2020). However, it is a tedious process and may not be possible to find optimal solutions, resulting 
in performance degradation. Instead, some researchers use meta-heuristic optimisation algorithms to optimise 
the WFs (Arshad et al., 2019; Davari et al., 2021; Guazzelli et al., 2019; Gurel and Zerdali, 2021a, 2021b; Wang 
et al., 2022; Zerdali, 2022). As with most of the current literature, Guazzelli et al. (2019) consider WF optimisation 
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as a multi-objective optimisation problem. For this purpose, they optimise the WFs by a multi-objective genetic 
algorithm (MOGA) using separate cost functions based on torque errors, flux errors, and total change in switching 
states. They also evaluate three different WFs from the Pareto set extensively. However, they do not propose a 
methodology for choosing a final solution among the Pareto set. This gap is filled by Arshad et al. (2019) who 
use the Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) decision-making method. 
Further analysis of the effect of different decision-making methods including TOPSIS is done by Gurel and Zerdali 
(2021a). It is concluded that a ranking-based decision-making (RDM) method provides better results in terms of 
torque and flux ripples, total harmonic distortion (THD) of stator phase current, and average switching frequency. 
The same decision-making method is used by Zerdali (2022), who optimises WF with MOGA using three different 
cost functions based on torque error, flux error and total change in switching states. Although this study considers 
the changes in switching states in the optimisation process, it ignores this additional control objective in the 
cost function of the PTC. Therefore, it only considers a single WF to optimise. In addition to all the studies 
that deal with the given problem as multi-objective, Gurel and Zerdali (2021b) and Davari et al. (2021) reduce 
this problem to a single-objective optimisation problem. Thus, they facilitate the optimisation phase by using 
a simpler algorithm and directly reaching the final solution. Gurel and Zerdali (2021b) use a standard genetic 
algorithm (SGA) and only speed errors to optimise the WF. Unlike all previous papers using offline meta-heuristic 
optimisation algorithms, Davari et al. (2021) and Wang et al. (2022) use these algorithms online. Davari et al. 
(2021) use an online simplified simulated annealing (SA) algorithm which use a single cost function consisting 
of torque and flux errors. Wang et al. (2022) extend the study proposed by Zerdali (2022) to multiple WFs. But 
they use a Gaussian distributed particle swarm optimisation (PSO) algorithm that uses a single cost function 
including different objectives. The approach used by Davari et al. (2021) and Wang et al. (2022), also known 
as the scalarisation method, is based on constructing a cost function from the weighted sum of several control 
objectives. Although both studies use equal weights, the scalarization method raises another problem caused 
by the determination of new WFs.  However, meta-heuristic algorithms cannot adapt to the dynamic operating 
conditions of IM as they are not suitable for online optimisation due to their low convergence speeds and high 
computational loads.

This paper presents a comparison of PTC strategies optimised by an SGA and a MOGA. While many 
studies consider this optimisation problem in a multi-objective way, a very limited number of studies regard 
the given problem as a single-objective optimisation problem. To the best of the authors’ knowledge, there 
is no study comparing these two points of view. For this purpose, the SGA in Gurel and Zerdali (2021b) and 
MOGA with RDM method in Gurel and Zerdali (2021a) have been selected to compare. Thus, this paper fills 
this gap by comparing both approaches in terms of control performance, design complexity, and computational 
complexity.

The rest of this paper is organized as follows. The PTC strategy for IM fed by a two-level voltage source inverter 
(2L-VSI) is presented in Section 2. Details on the optimisation of PTC strategy through standard and multi-objective 
GAs are provided in Section 3. To compare the resulting control performance of the optimised PTC strategies, 
various test results are presented in Section 4. Finally, a conclusion is given in Section 5. 

2. Predictive Torque Control of Induction Motor
In this section, the dynamic model of IM driven by a 2L-VSI is first given and then the PTC strategy for IM control 
is introduced.

2.1. Dynamic Model of IM Driven by a 2L-VSI
The rotor flux-based discrete dynamic model of an IM motor is defined in the stator stationary axis reference frame 
(αβ −) as follows (Zerdali et al., 2022):

 1 ( , )+ = +k k k kfx x u w  (1a)

 ( )= +k k khz x v  (1b)

where , , , , ,α β α βψ ψ ω =  
T

k s k s k r k r k m ki ix , , ,α β =  
T

k s k s ku uu , ( ) , , ,α β ω =  
T

k s k s k m kh i ix , and
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In (1), f  is the nonlinear function of states and inputs, h is the function of outputs, tx  is the state vector, tu  is the 
control input vector, tw  and tv  are zero-mean Gaussian distributed process and measurement noises, respectively. 

αsi  and βsi  are the stator currents, αsu  and βsu  are the stator voltages, αψ r  and βψ r  are the rotor fluxes, ωm is the 
angular mechanical speed, τ l is the load torque applied to the shaft, tJ  and tB  are the total inertia and viscous 
friction, respectively, pp  is the pole-pair. σ σ σ=T L R , 2

σ = −s m rL L L L , 2
σ = +s r rR R k R , =r m rk L L , and =r r rT L R , 

where sR  and rR  are stator and rotor resistances, respectively, sL , rL , and mL  are the stator, rotor, and mutual 
inductances, respectively.

When the stator terminals of IM are fed by a 2L-VSI, stator voltage vector ( α β= +s s su juu ) is defined in terms of 
switching states { }, ,∈x a b cS S S S  and dc-link voltage dcV  as follows:

 
( )2

dc
2
3

= + +s a b cV S S Su a a
 (2)

where { }, ,∈x a b cS S S S  indicates ON/OFF states of upper switches on each leg and a is the phase shift of 120 
electrical degrees. su  takes seven different values for eight switching combinations, called the finite control set. The 
inverter topology of the 2L-VSI and the possible voltage vectors are shown in Fig. 1.

2.2. PTC Strategy for IM Control
The PTC strategy uses a discrete system model to predict future system behaviour and a predefined cost function 
to choose the optimal voltage vector for the next control period. It requires stator or rotor flux information to predict 
stator flux, which is difficult and not efficient to measure. Therefore, an estimator/observer is often used to estimate 
it. A well-accepted way is to use the rotor current model, which is derived from the discrete dynamic IM model in 
(1), to estimate the rotor flux (ψ e

r ) and then calculate the stator flux (ψ e
s ) using the estimated rotor flux (Arshad et al., 

2019; Davari et al., 2021; Guazzelli et al., 2019; Gurel and Zerdali, 2021a, 2021b; Wang et al., 2022; Zerdali, 2022). 
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Fig. 1. 2L-VSI (a) Inverter topology (b) Possible voltage vectors.
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Using (1) and (3), stator current ( p
si ) can be predicted as in (5). Also, stator flux (ψ p

s ) can be predicted as in (6) 
by substituting (4) into the voltage model of IM. Finally, the predicted electromagnetic torque (τ p

e ) is obtained using 
(5) and (6) as in (7) (Davari et al., 2021, Wang et al., 2015).
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( ) ( )( )*

, 1 , 1 , 11.5τ + + += ℑp p p
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The main purpose of the PTC strategy is to control torque and flux, and it performs both controls using a 
predefined cost function which is constructed by the weighted sum of the torque and flux error terms. Since the 
PTC with this cost function cannot protect the electric drive from the overcurrents, an additional control objective 

mI  is often added to the cost function that protects the system from overcurrents. The resulting cost function is 
as follows:

 
( ) ( ) ( ) ( )* *
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In (8) and (9), τλ  and ψλ  are the weighting factors of torque and flux error terms, respectively, j represents the 
candidate voltage vector, and ,maxsi  is the maximum allowable limit of the stator current. 

3. Optimisation of Predictive Torque Control
This section details the offline optimisation process of the PTC strategy by an SGA and a MOGA, respectively. For this 
purpose, the entire drive system shown in Fig. 2 has been implemented in MATLAB/Simulink and the Optimisation 
Toolbox in MATLAB has been used to optimise the PTC strategy because of its user-friendly environment. In 
addition, the τλ  is assumed to be one, as in most papers in the literature. Therefore, this paper only focuses on 
optimising the ψλ .

3.1. Single Objective Optimisation with SGA
An SGA whose parameters are given in Table 1 is used to optimise the PTC strategy. This significantly simplifies 
the optimisation process by providing a single solution at the end of optimisation. Thus, necessity of choosing the 
final solution among the Pareto front solutions is eliminated. To optimise the WFs, the SGA needs a cost function 
with a single objective. For this purpose, a mean square error (MSE) value, defined as the difference between the 
reference and measured speeds, is used in this paper.

 
( )2*

SGA
1

1 ω ω
=

= −∑
n

m m
i

f
n

 (8)

where n is the length of the data captured during the simulation period.
To eliminate the adverse effect caused by the random nature of the GAs, the optimisation process has been 

repeated 10 times for 20 generations and then a final solution has been chosen as 106.09 based on the analysis 
provided by Gurel and Zerdali (2021b). The corresponding boxplot illustration of the results for 20 repetitions is 
shown in Fig. 3. 
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Algorithm Parameter Value Parameter Value

SGA Population Size 30 Crossover Function @crossoversinglepoint

Max. Generation 20 Crossover Rate 0.8

Lower Bound 1 Mutation Function @mutationuniform

Upper Bound 200 Mutation Rate @tournament

MOGA Population Size 50 Crossover Function @crossovertwopoint

Max. Generation 30 Crossover Rate 0.8

Lower Bound 1 Mutation Function @mutationadaptfeasible

Upper Bound 200 Selection Function @tournament

Pareto Fraction 1 Tournament Size 2

Table 1. SGA and MOGA parameters used in optimisation process.

Fig. 2. Block diagram of the entire PTC-based IM drive system.

Fig. 3. MSE values with respect to the generations.
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3.2. Multi Objective Optimisation with MOGA
MOGA with the parameters in Table 1 is used in this paper. Similar to the current literature, it uses the following two 
objective functions which include the MSE of torque and flux errors, respectively. Since it yields the Pareto set of 
optimal solutions, a final solution should be chosen among them. Based on the study proposed by Gurel and Zerdali 
(2021a), the RDM method is used in this paper.
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After 30 generations, a Pareto set has been obtained as shown in Fig. 4. After applying the RDM method, a final 
solution has been chosen as 94.56.

4. Results
In this section, the PTC strategies optimised by SGA and MOGA are compared in terms of torque and flux ripples, 
average switching frequency, and total harmonic distortion (THD) of the stator current. To this end, a three-phase 
squirrel cage IM with the specifications in Table 2 is used. Simulation studies have been carried out with a sampling 
time frequency of 50 kHz. A proportional-integral (PI) controller with proportional and integral gains of 5 and 10, 
respectively, is used as the speed controller. The ,maxsi  is set to 15 A. 

Fig. 4. Pareto set of optimal solutions obtained after multi-objective optimisation of the PTC strategy.

P 3 kW sR 2.283 Ω

V 380 V rR 2.133 Ω

I 6.9 A mL 0.22 H

f 50 Hz sL 0.2311 H

pp 2 rL 0.2311 H

mn 1430 r/min tJ 0.0183 kg.m2

τ l 20 Nm tB 0.001 N.m.s

Table 2.  Specification of the IM used in the simulation studies.
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Fig. 5. Control performance at 5 rad/s under load changes (a) SGA ( 106.09ψλ = ) (b) MOGA ( 94.56ψλ = ).

Similar to previous papers, the following tests have been considered to compare the control performance of the 
optimised PTC strategies: 1) Operation at 5 rad/s under no-load and the rated load. 2) Operation at the rated speed 
under no-load and the rated load. 3) Speed reversal under rated load.

The resulting control performance for each test is presented in Figs. 5-7, respectively. To quantitatively support 
the graphical presentation, root mean square error (RMSE) and mean absolute error (MAE) values of flux, speed 
and torque are also provided in Table 3. Moreover, the quantitative results for percent flux and torque ripples, THD 
of stator phase current and average switching frequency are shown in Table 4. The mathematical expression of 
each performance index is as follows:

 

max avg
rip

rated

100
χ χ

χ
χ

−
= ×  (10)

where maxχ , avgχ , and ratedχ  indicate the maximum, average, and rated values of the dummy variable χ , respectively. 
In (10), χ represents torque or flux.

 
avg =

×sw

Nf
n d  (11)

where avgf  is the average switching frequency, N  is the total state variations in power switches in the time interval 
of d seconds, swn  is the number of power switches used in the power converter. 

 

2

rms
THD

1,rms

100 1Ii
I

 
= × −   

 (12)

where THDi  is the percentage THD of stator current for phase-a. rmsI  and rms1,I  are root mean square values of phase 
current and its fundamental component, respectively.
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Fig. 7. Control performance under speed reversals at rated load (a) SGA ( 106.09ψλ = ) (b) MOGA ( 94.56ψλ = ).

Fig. 6. Control performance at 150 rad/s under load changes (a) SGA ( 106.09ψλ = ) (b) MOGA ( 94.56ψλ = ).
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Based on the results in Figs. 5-7 and the corresponding RMSE and MAE values in Table 3, it can be deduced 
that the WFs optimised by both approaches provide very close control performance. To take the comparison further, 
other performance indexes are needed. For this purpose, it is possible to use torque/flux ripples, THD of stator 
phase current, and average switching frequency. Table 4 presents the values of these additional performance 
indexes for some operating points.

Given the new performance indexes, SGA provides better flux ripples as it chooses a higher value than MOGA. 
As expected, this slightly increases torque ripples as flux errors dominate the cost function of the PTC at higher 
values of the WF. Also, SGA has a slightly lower average switching frequency for different operating conditions. As 
for the THD values of the stator phase current, there is a trade-off for both approaches. SGA provides higher THD 
values for both speeds at no load, but lower than MOGA at rated load.

Consequently, SGA is a strong candidate for the WF design of the PTC strategy due to its ease of application. 
However, this paper considers a single WF to optimise for comparison. In the case of multiple WFs, using SGA only 
with speed errors may be insufficient. Because it is difficult to relate speed errors to additional control objectives 
such as switching frequency reduction term. 

5. Conclusion
In this paper, the flux error related WF of the PTC strategy has been optimised by SGA through speed errors and 
MOGA through flux and torque errors, and both optimised PTCs have been compared over their performances 
under different operating conditions. The simulation results show that both SGA and MOGA yield close WF values 
resulting in similar control performances. Consequently, SGA stands out compared to MOGA because it has a simple 
structure and eliminates the difficulty of choosing the final solution among the Pareto set. However, comparisons 
have been made for the PTC strategy with a single WF. In the case of multiple WFs, SGA using speed errors may 
be insufficient, as it is difficult to relate speed errors to other additional control objectives. In such a case, MOGA is 
still a strong candidate. Future studies will focus on comparing them in the presence of multiple WFs.

Speed Shaft Load Method rip (%)ψ rip (%)τ ( )THD %i ( )avgf kHz

5 rad/s No-Load Single Objective Optimisation 1.4186 8.6703 4.22 0.494

Multi Objective Optimisation 1.4210 7.5662 4.11 0.491

20 Nm Single Objective Optimisation 1.3444 7.7594 4.14 1.533

Multi Objective Optimisation 1.4868 7.2441 4.17 1.632

150 rad/s No-Load Single Objective Optimisation 1.4649 7.8374 4.49 8.561

Multi Objective Optimisation 1.5116 7.5986 4.34 8.641

20 Nm Single Objective Optimisation 1.3953 7.6556 4.23 9.215

Multi Objective Optimisation 1.4434 7.2562 4.29 9.233

Table 4. Statistics on control performance of optimized weighting factors

ωe τe

Method RMSE MAE RMSE MAE RMSE MAE

Fig. 5 Single Objective Optimisation 0.0011 0.0790 1.5815e-05 0.0045 0.0018 0.5267

Multi Objective Optimisation 0.0011 0.0773 1.6356e-05 0.0047 0.0018 0.5126

Fig. 6 Single Objective Optimisation 0.0011 0.0742 1.6425e-05 0.0047 0.0019 0.5361

Multi Objective Optimisation 0.0011 0.0736 1.6763e-05 0.0048 0.0018 0.5248

Fig. 7 Single Objective Optimisation 0.0615 2.6618 1.4850e-05 0.0046 0.0018 0.5382

Multi Objective Optimisation 0.0615 2.6612 1.5149e-05 0.0047 0.0018 0.5274

Table 3.  RMSE and MAE values for speed, flux and torque errors
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