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Brain tumors are fatal for majority of the patients, the different nature of the tumor
cells requires the use of combined medical measures, and categorizing such tumors is
a difficult task for radiologists. The diagnostic structures based on PCs have been offered
as an aid in diagnosing a brain tumor using magnetic resonance imaging (MRI). General
functions are retrieved from the lowest layers of the neural network, and these lowest
layers are responsible for capturing low-level features and patterns in the raw input data,
which can be particularly unique to the raw image. To validate this, the EfficientNetB3
pre-trained model is utilized to classify three types of brain tumors: glioma, meningioma,
and pituitary tumor. Initially, the characteristics of several EfficientNet modules are taken
from the pre-trained EfficientNetB3 version to locate the brain tumor. Three types of brain
tumor datasets are used to assess each approach. Compared to the existing deep learning
models, the concatenated functions of EfficientNetB3 and genetic algorithms give better
accuracy. Tensor flow 2 and Nesterov-accelerated adaptive moment estimation (Nadam)
are also employed to improve the model training process by making it quicker and better.
The proposed technique using CNN attains an accuracy of 99.56%, a sensitivity of 98.9%,
a specificity of 98.6%, an F-score of 98.9%, a precision of 98.9%, and a recall of 99.54%.
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1. Introduction

In the disciplines of biomedicine and artificial intelligence, progress is being
made at unprecedentent rate. Many individuals are affected by cancer. Because
of its unpredictability, it poses a severe threat to their livelihood. A brain tumor
is one of the most severe and life-threatening diseases. Nearly 23 000 people
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were diagnosed with brain tumors in 2015 [1–3]. The use of MRI in detecting
and treating brain tumors is critical. It generates diagnostic images of the brain
free of tissue damage or skull anomalies, and it provides clinicians with critical
information for identifying brain tumors and other brain diseases [4, 5]. Irmak [6]
used CNN models to classify brain tumor MRI images. The proposed framework
correctly identified three types of brain tumors, grades II, III and IV with an
accuracy of 98.14%. The suggested CNN models can be used to help radiologists
and doctors in confirming their first screening.

Diaz-Pernas et al. [7] presented a fully automatic brain tumor identification
and image segmentation using the multiscale technique. This technique does
not need the use of image preparation software. As a result, the deep learning
model achieves a 97.3% accuracy, and this is higher than the other approaches
using the same database. Mohan ans Subashini [8] surveyed brain tumor grade
categorization. The primary goal of their work was to identify medical images in
the early stages of brain tumors and clarify diagnostic images for cancer therapy,
both before and after surgery, by bridging the gap between the radiologist and
the computer. The difficulty of recognizing a brain tumor early was confirmed
by evaluating image segmentation and classification algorithms on brain MRI
images.

Pei et al. [9] performed deep learning-based brain tumor segmentation, sub-
type classification, and survival prediction using radiographs. They also looked
at indicators including Dice score coefficient, Hausdorff distance at percentile 95
(HD95), classification accuracy, and mean square error (MSE). The suggested
technique provides reliable tumor segmentation and survival prediction. Khan
et al. [10] used a CNN-based strategy and data augmentation and image pro-
cessing techniques to categorize tumorous and non-tumorous brain MRI scan
pictures. The suggested model employs ResNet 50 and Inception V3 to achieve
89% and 75% accuracy, respectively, and this approach demands relatively little
processing resources while achieving the highest accuracy and efficiency.

Ismael et al. [11] developed an improved method for categorizing brain tumor
types based on the residual network and tested their findings using a standard
dataset of 3064 MRI images. The suggested approach correctly diagnoses three
forms of brain tumors: meningioma, glioma, and pituitary tumors, with a 99%
accuracy rate. The proposed residual-based network outperforms comparable
types of brain tumor classification systems in the same dataset.

Özyurt et al. [12] classified brain tumors as well. The proposed method iden-
tifies tumor areas segregated from MRI images as benign or malignant using
a hybrid method using neutrosophy and CNN. The characteristics of the phases
of classification were obtained using CNN. They were classified using SVM and
KNN classifiers. Experimental validation based on a five-fold categorization of
80 benign and malignant tumors was carried out with an accuracy of 95.62%.
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OnMRI scans, Anaraki et al. [13] used a CNN-based learning model and a genetic
algorithm-based classification model to identify brain tumors. The suggested ap-
proach classifies the different stages of glioma and achieves a classification accu-
racy of 90.9%. Physicians may be able to identify brain tumors in their early
stages because of the suggested CNN model’s flexible methodology.

Kumar and Mankame [14] optimized a convolutional neural network to iden-
tify brain tumors. Because of the various sizes of the images and enormous
datasets, segmenting MRI images is a complex process. Different techniques
were developed in the literature for brain tumor classification but due to ac-
curacy and ineffective decision making, the existing techniques failed to provide
improved classification. In [14], a deep CNN was applied based on a unique dol-
phin echolocation based sine cosine algorithm (Dolphin-SCA). The suggested
method achieved a maximum accuracy of 96.3%. Deepak and Ameer [15] used
transfer learning to create a brain tumor classification utilizing deep CNN char-
acteristics. Their study focused on a 3-class classification problem to differentiate
between meningioma, glioma, and pituitary tumors, and the proposed classifi-
cation adopted the concept of deep transfer learning and used a pre-trained
GoogLeNet to extract features from brain MRI image. The selected deep learn-
ing strategy has a 98% accuracy rate and outperforms similar brain tumor clas-
sification schemes in the literature.

A deep multiscale 3D CNN model for grading brain tumors from volumetric
3D MRI images was proposed by Mzoughi et al. [24]. When classifying brain
tumor images into low-grade and high-grade gliomas, the suggested method
has a classification accuracy of 96.49%. A computer-aided diagnosis (CAD) sys-
tem based on CNN was proposed by Ayadi et al. [25] to classify brain tumors.
The accuracy of classifying the tumor type was 94.74% in experiments using an
18-weighted hierarchical CNN model on three different datasets, and the accu-
racy of classifying the tumor grade was 90.35%.

In 2018, Pereira et al. [26] succeeded in overcaming the requirement for expert
annotation of regions of interest (ROI) by using CNN to predict tumor grade
directly from image data. Two prediction techniques using whole-brain imaging
and automatically-identified tumor regions were assessed. They made predictions
with an accuracy of 89.5% for whole-brain grade and 92.98% for tumor ROI.

In our study, the categorization of brain tumors from MRI images is based on
a unique CNN approach. Using the EfficientNetB3 and genetic algorithms, the
suggested scheme extracts features from MRI brain images. The evolutionary
algorithm and EfficientNetB3 features are then used in the CNN to evaluate the
test MRI images. In this study, MRI images are used to classify three different
types of brain tumors using a CNN-based approach. It can be challenging to
select the best deep neural network architecture for a given task, but this can
be done using trial and error or a standard architecture. The proposed method,
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in contrast to conventional approaches, uses genetic algorithms (GAs) to create
the architecture of convolutional neural networks. The network that performs the
best on the dataset is chosen for further processing after GA examines networks
with various numbers of layers and parameters. Bagging is an ensemble technique
for lowering final diagnostic variance.

1.1. Problem statement

This study examines recent research on the early detection of brain tumors
and demonstrates that there is still room for development. MRI image acquisi-
tion produces noise, and removing this noise is a challenging task. Brain tumors
have tentacles and diffuse structures, making accurate segmentation a problem-
atic task. Another crucial task is choosing and extracting the best features and
the correct quantity of training and testing samples to improve the classifica-
tion. Because feature learning occurs automatically, deep learning models have
received much attention. However, this necessitates a large amount of computing
power and memory. As a result, lightweight models capable of providing high
accuracy with minimal computation time are developed. Some existing methods
work well on the entire tumor but not on other areas (enhanced, non-enhanced).

1.2. Major contribution

This research presents a CNN-based technique for classifying brain tumors
in MRI images. CNN structures that provide the best results using a GA were
located. The suggested method is very effective at classifying images of various
types of brain tumors and accurately classifying glioma tumors. The proposed
algorithm accurately classified two additional tumor types that are widely dis-
persed as well as different grades of gliomas. Making decisions solely based on
the raw data of the MRI images eliminates the need for laborious processes such
as segmenting or stripping the skull.

Furthermore, the time required for classification is much shorter than the
time needed for analysis. As a result, depending on the severity of the tumor,
appropriate action can be taken at the proper time. This paper demonstrates
that the proposed method outperforms similar methods in the literature.

2. Proposed methodology

2.1. Preprocessing

Unclean data is converted into clean data collection through data prepa-
ration. In other words, when data is received from many sources, it is always
in a raw format, making analysis difficult. To get better results from the mod-
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els used in machine learning, applications need to prepare data correctly. Some
machine learning algorithms require data in the specified format. Another fac-
tor to consider is how the dataset is organized. Preprocessing allows running
many deep learning algorithms and machine learning parallel to choosing the
best algorithm. The batch sequence generator is shown in Fig. 1.

Initialization

Update indexes after each epoch

Generates data containing batch size samples

Import the number of batches/epoch

Generates one batch of data

Augmentation

Fig. 1. Batch sequence generator.

2.1.1. Data augmentation. Image classification datasets are often more sig-
nificant. Consequently, data augmentation is often used to improve the general-
ization characteristics of models. Random horizontal flipping, shift scale rotation,
Gaussian noise, and random RGB color and brightness changes are prominent
techniques for rescaling photographs. There are numerous methods for rescaling
and cropping images, including single-scale and multiscale training. Multi-crop
assessment throughout the test period is also popular, although it is more com-
putationally intensive and yields lower results. In data augmentation, random
rescaling and cropping are to learn the essential attributes of each item at nu-
merous sizes and locations. It does not support any of these data augmentation
techniques.

Augmentations are a versatile and straightforward Python tool for augment-
ing images. This method is a simple yet effective approach for incorporating
images into computer vision applications such as object categorization, segmen-
tation, and detection. It can process a wide variety of image changes in a short
amount of time, and can be used for various computer vision applications such
as classification, semantic segmentation, instance segmentation, object recog-
nition, and location estimation. Augmentations work well in imagery, medical
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imagery, satellite imagery, manufacturing and industrial applications, and power
generation networks.

2.2. Feature extraction

In recent years, the researcherers have increasingly been working with datasets
containing hundreds, if not thousands, of attributes. Machine learning tends to
overfit as the number of features in the dataset approaches the number of ob-
servations contained in the dataset. Regularization or dimensionality reduction
methods are used (feature extraction) to prevent such problems. This might help
reduce the danger of overfitting while also maximizing the advantages of feature
extraction approaches, such as increased accuracy and data visualization, quicker
training, and model explainability. Feature extraction is a technique to reduce
the number of features in a dataset by creating new features from existing ones.

Most of the original feature set information should be generalized by these
new compressed features. Another way to reduce the number of functions in
a data set is to use function selection. The difference between function selection
and function extraction is that the former prioritizes the relevance of existing
processes in the dataset and excludes the latter. Instead, we prioritize the impor-
tance of current features and try to eliminate unwanted elements. Next, the trans-
formation or change of images into its unique cluster is performed based on their
similarity. Feature extraction methods include texture features, co-occurrence
matrix, Gabor features, wavelet-based total features, choice boundary charac-
teristic extraction, least noise fraction transform, nonparametric weighted char-
acteristic extraction, and spectral aggregate assessment. The most important
parts of the characteristic discount model are evaluated using linear discrimi-
nant evaluation and impartial element evaluation.

2.2.1. EfficientNetB3 model. This paper presents an efficient method based
on the EfficientNetB3 CNN model. The variant of the EfficientNet family is cho-
sen because it provides a good balance of computational resources and accuracy.
The concepts presented here can be applied to more powerful variants. The Effi-
cientNet family of models is built around mobile inverse bottleneck convolution
(MBConv). MB Conv is based on ideas from the MobileNet model. The concept
is to employ deep separable convolutions. It comprises deep convolutional layers
that alternate with pointwise convolutional layers. As shown in Fig. 2, the Effi-
cientNetB3 convolutional network is a network architecture that provides a new
scaling method that uniformly scales all network depth, width, and resolution
dimensions. The architecture employs a grid search strategy to discover relation-
ships between different underlying networks. Dimension scaling is with limited
resources. Using this strategy, appropriate scaling factors for each dimension can
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Input layer Rescaling Normalization Zero padding Conv2D
Batch

normalization Activation

Fig. 2. Stages of EfficientNetB3 model.

be found that need to be scaled. These parameters are used to mount the under-
lying network to the desired size. Growing the overall performance of the neural
network by growing it deeper or broader is a novel technique to enhance it. How-
ever, it has a higher computational cost [16]. To overcome this, researchers offer
a novel scaling strategy that scales up CNNs in a well-established way using
simple multiple coefficients. Figure 2 depicts the stages of the EfficientNetB3
model.

Unlike most approaches, this method does not arbitrarily scale network di-
mensions along with width, intensity, and resolution. Each measurement is evenly
scaled using a set of scaling factors in the proposed technique [17–19]. While
scaling individual dimensions improves version performance, it also stabilizes
all network dimensions, such as width, intensity, and image resolution. In this
scenario, the one-cycle strategy is applied to achieve optimal learning. In most
cases, one-cycle policies have two phases. Phase 1 involves gradually increasing
the learning rate to the maximum while gradually decreasing the momentum to
the minimum. The second phase is the reverse of the first. The proposed model
with multiple layers and predetermined models is explained in the following sub-
sections.

2.3. Feature selection by enetic algorithm

This research uses a GA to evolve the CNN’s ideal structure by selecting
suitable network parameters. Among these parameters are the number of fully
connected layers, the size of the filters, the number of convolutional and maxi-
mum pooling layers, the activation function, the dropout probability, the opti-
mization method, and the learning rate. Unlike most approaches, this method
does not erratically scale network dimensions along with width, intensity, and
resolution. Each measurement is evenly scaled using a set of scaling factors in
the proposed technique. To investigate the impact of the scaling technique, we
performed a procedural analysis of the effect of scaling in multiple dimensions of
the version. In this scenario, the one-cycle strategy is applied to achieve optimal
learning.

In most cases, one-cycle policies have two phases. Phase 1 involves gradually
increasing the learning rate to the maximum while gradually decreasing the
momentum to the minimum. The second phase is the reverse of the first [20–23].
The proposed model with multiple layers and predetermined models is explained
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in the following subsections. The suggested deep learning model overview is
shown in Fig. 3.

MRI radiography
datasets

Pre-processing Augmentation

EfficientNetB3

Feature extraction

Genetic algorithm

Trained data

Feature selection

Classifier ImageNet

Result

Fig. 3. Overview of the proposed deep learning model.

The flowchart of the genetic algorithm is presented in Fig. 4.

Evaluate mean absolute
percentage error (MAPE)
value of each CNN model

Random population 
initialization

Start

CNN model training

Is optimization
criteria met?

New population

The optimum CNN
architecture

End

Next generation parents
selection

Crossover of parent
chromosome

Chromosome mutation

Fig. 4. Flowchart of the genetic algorithm.
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3. Results and discussion

Unlike most approaches, this method does not erratically scale network di-
mensions along with width, intensity, and resolution. Each measurement is evenly
scaled using a set of scaling factors in the proposed technique. To investigate the
impact of the scaling technique, we performed a procedural analysis of the effect
of scaling in multiple dimensions of the version. While scaling individual dimen-
sions improves version performance, it also stabilizes all network dimensions,
such as width, intensity, and image resolution. The suggested system’s strength
is validated using a variety of statistical studies. The percentiles of sensitivity
(SN), specificity (SF), and accuracy (AC) are calculated.

3.1. Sensitivity

The ability of the test to correctly identify patients with a disease. It is expres-
sed as SN:

SN = TP/(TP + FN). (1)

3.2. Specificity

The ability of the test to correctly identify people without the disease is
expressed as SP:

SP = TN/(TN + FN). (2)

3.3. Accuracy

The percentage of correct predictions in the test data is calculated by dividing
the total number of predictions by the number of accurate predictions. It is
expressed as AC:

AC = TP + TN/(P + N), (3)

where true positives (TP) represent the expected number of positive cases that
were positive; true negative (TN) indicates the expected number of negatives
and whether they were negatives; false-negative (FN) represents the number of
negative predicted cases that were positive. This is also known as a type 2 error;
false positives (FP) represent the number of cases that are negative but predicted
to be positive. This is also known as a type 1 error.

In this scenario, the one-cycle strategy is applied to achieve optimal learn-
ing. In the following subsections, the proposed model with multiple layers and
predetermined models is explained.
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Figure 5 depicts the projected outcomes of the selected deep learning models.

Glioma

Meningioma

Pituitary tumor

Fig. 5. Sample test images from the radiography dataset.

Figure 6 presents the outcomes with respect to the classification of images.

Fig. 6. Classified images (0 – glioma, 1 – meningioma, and 2 – pituitary tumor).
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The suggested brain tumor classification strategy was implemented in Python,
and classification, validation training, and testing were carried out using the ac-
cessible brain tumor datasets [27]. A confusion matrix is a commonly used table
to describe the performance of a classification model on a set of test samples
where the correct value was found. Table 1 summarizes the proposed brain tu-
mor classification tasks.

Table 1. Model summary.

Layer(type) Output shape Value
Input (none, 512, 512, 3) 0

Rescaling (none, 512, 512, 3) 0
Normalization (none, 512, 512, 3) 7
Zero padding (none, 512, 512, 3) 0

Conv2D (none, 256, 256, 40) 1080
Batch normalization (none, 256, 256, 40) 160

Activation (none, 256, 256, 40) 0
Depthwise Conv2D (none, 256, 256, 40) 360
Batch normalization (none, 256, 256, 40) 160

Activation (none, 256, 256, 40) 0
Global average (none, 40) 0

Figures 7a and 7b illustrate the comprehensive information obtained layer by
layer of the EfficientNetB3. Figure 7c shows the test confusion matrix derived
from EfficientNetB3. Table 2 summarizes the performance metrics. The accuracy
of the suggested scheme was compared to the accuracy of previous brain tumor
classification systems, and it surpasses them all, as shown in Fig. 8.

Table 2. The parameters used to find the optimum CNN structure.

Parameters Value
Number of convolutional + max pooling layers 2, 3, 4, 5, 6
Number of fully connected + dropout layers 1, 2, 3

Activation functions Elu, softmax
Feedforward optimizer Nadam

Learning rate 1e−4, 1e−5, 1e−8, 3e−4, 5e−5

Dropout rate 0.2, 0.3, 0.4, 0.5

Figures 8a and 8b depict the freezing of the lower layers, but in the higher
layers of the model, those weights are retrained. Figures 8c and 8d depict the
unfreezing of all layers and training of the whole model, and Figs. 8e and 8f
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a)

b)

c)

Fig. 7. a) Actual value comparison using a confusion matrix, b) trained confusion matrix,
c) test confusion matrix.
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a) b)

Validation loss
Step loss

Validation 
accuracy
Step 
accuracy

c) d)

Validation loss
Step loss

Validation 
accuracy
Step 
accuracy

e) f)

Validation loss
Step loss

Validation 
accuracy
Step 
accuracy

Fig. 8. a, c and e) epoch vs. loss; b, d and f) epoch vs. accuracy
(the bottom line represents training loss).

imply the graph plotted between the epoch vs. loss and epoch vs. accuracy. The
sensitivity and specificity of the proposed protocol were compared to similar
protocols reported in the literature. The proposed scheme is superior to the
other schemes, as shown in Table 3. Various parameters used for this research
are given below:

• total parameters: 12 360 498,
• trainable parameters: 12 273 195,
• non-trainable parameters: 87 303.
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Table 3. Evaluation of performance for classification of brain tumors.

Tumor stage
Proposed EfficientNetB3 performance analysis

Accuracy [%] Sensitivity [%] Specificity [%] Precision [%]
Glioma 98.52 96.43 98.95 98.99

Meningioma 99.23 98.67 98.66 99.40
Pituitary 99.16 98.69 98.37 97.78

Table 4 shows the performance evaluation of the proposed technique com-
pared with other conventional algorithms. The proposed classifier outperforms
them.

Table 4. Performance evaluation of the proposed technique vs. existing methods.

Algorithm Recall Precision F-score Accuracy Sensitivity Specificity
SVM 87.5 91.4 91.2 95.2 94.5 95.7
ELM 90.92 95.5 93.5 92.9 96.7 94.5
GA 95.98 94.1 94.2 95.9 96.6 94.9

Fuzzy C Means 97.69 95.96 94.9 95.9 95.7 95.1
KNN 96.43 93.17 92.4 93.9 92.5 95.2
CNN 95.01 92.5 93.3 93.4 93.3 97.5

Proposed CNN 99.54 98.9 98.9 99.56 98.9 98.6

The proposed CNN algorithm can be used to segment MRI brain images. The
algorithm was introduced to classify abnormal brain images in meningiomas,
gliomas, and pituitary glands to assess the accuracy of the proposed classifi-
cation. The results show better predictive performance. The algorithm is more
accurate in detecting and classifying abnormal brain tumors than existing meth-
ods. The proposed EfficientNetB3 algorithm provides an accuracy of 99.56%,
which is higher than that of the conventional brain tumor detection algorithm.

4. Conclusion

Due to deep learning’s state-of-the-art results, machine learning studies and
research have expanded beyond feature engineering to architectural engineering.
The suggested approach increases the accuracy to 99.56% by combining the
EfficientNetB3 model with a GA deployed in the softmax layers of the CNN.
Meningioma, glioma, and pituitary tumor are the three types of brain tumors
classified by the selected system. The process is made more accurate and effective
by using a GA. A sufficient number of medical images are used to train and test
the proposed CNN model. The effectiveness of the CNN model produced by the



Brain tumor classification in MRI images. . . 319

suggested optimization method is demonstrated by the results obtained using
the proposed CNN model and by comparing it to state-of-the-art techniques.
The CNN model developed in this work may help physicians and radiologists to
validate initial screening for multiple brain tumor classifications. The proposed
technique is superior to comparable CNN-based tumor classification models.
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