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Abstract. It is determined that monitoring system of 

energy consumption at the enterprises in Lviv region 

should provide the implementation of the following tasks: 

energy data collection on a real-time basis; integration and 

processing of information resources justifying energy 

consumption at both enterprise and regional levels; 

communication between regional authorities and 

entrepreneurs; quick access of regional authorities to the 

latest information on energy consumption; analysis of 

energy consumption dynamics, structure and industrial 

energy efficiency; short-term and medium-term 

predictions of energy consumption and energy efficiency 

of regional economy; daily energy audit of enterprises of 

the region; rapid identification and response to energy loss 

(accidents, damage, illegal use etc); working out the 

effective managerial decisions based on processing of large 

amount of information related to energy consumption. The 

structure of the system of energy consumption monitoring 

in Lviv region was developed. It consists of two 

subsystems - information and analytical ones. The 

technical basis of the information subsystem comprises 

wireless sensor networks ensuring energy data collection 

on a real-time basis. Analytical subsystem consists of 

energy data warehouse, ETL, OLAP, BI, Data Mining 

tools, prediction, visualization and decision support tools. 

The components of the analytical subsystem providing for 

visualization and evaluation of industrial energy 

consumption were developed. 

Keywords: monitoring system, information 

subsystem, analytical subsystem, sensor networks, 

visualization, energy data, components. 

 

PROBLEM STATEMENT 

The monitoring system of energy consumed by the 

enterprises in Lviv region is an information system that 

provides for the energy audit (electricity, water, heat, gas) 

and plans activities aimed at energy conservation. The 

monitoring system of energy consumption at the 

enterprises in Lviv region should involve a consolidated 

collection, storage, processing, and analysis of information 

on industrial energy consumption as well as working out 

the effective managerial decisions to improve their energy 

efficiency. The characteristic features of the monitoring 

system of energy consumption at the enterprises in Lviv 

region should include the following: 

 a comprehensive monitoring of energy 

consumption at the enterprises (institutions) on a 

real-time basis; 

 integration and processing of information resources 

justifying energy consumption at both enterprise 

and regional levels; 

 communication between regional authorities and 

entrepreneurs; 

 quick access of regional authorities to the latest 

information on energy consumption at the regional 

enterprises (institutions); 

 analysis of energy consumption dynamics, 

structure, and energy efficiency at the regional 

enterprises (institutions); 

 short-term and medium-term predictions of energy 

consumption and energy efficiency of the regional 

economy; 

 the daily energy audit of enterprises (institutions) of 

the region; 

 rapid identification and response to energy loss 

(accidents, damage, illegal use etc); 

 working out the effective managerial decisions 

based on the processing of a large amount of 

information related to energy consumption. 

Tools for processing of data presented by the 

monitoring system of energy consumption at the 

enterprises of Lviv region should provide for graphical 

representation of information on energy consumption with 

the help of graphs and charts. In addition, such tools should 

generate the analytical reports that assess the energy 

consumption dynamics according to the types of recourses 

and conduct a comparative analysis of industrial energy 

consumption. 

When developing the energy consumption monitoring 

system for Lviv region one should take into consideration 

an extensive use of TV and web technologies, databases, 

data acquisition, processing, visualization tools as well as 

tools for making managerial decisions. Managerial 

decisions should focus on optimization of the energy 

consumption pattern, reduction of the energy used per 

production unit, work performed and services rendered, 

reduction of non-productive losses of fuel and energy 

recourses. 

Therefore, the improvement of the energy efficiency 

at the enterprises of the region with the use of energy 

consumption monitoring system is of particular relevance. 
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ANALYSIS OF RECENT RESEARCHES AND 

PUBLICATIONS 

In recent years, there have been a lot of research and 

publications focusing on the use of energy consumption 

monitoring system at the municipal, district and regional 

levels [1-23]. Let us discuss the most important 

publications. 

The papers [1-15] present the analysis of energy 

consumption monitoring systems and multi-level energy 

efficiency management systems used at the individual as 

well as regional enterprises. The drawbacks of such 

systems are the absence of the separate database on each 

control layer as well the fact that system structure does not 

involve the use of the modern Internet technologies. 

The papers [1-8] focus on the issues of the energy 

management research as an effective means for increasing 

energy efficiency of the enterprises and regional economy. 

However, tools for energy consumption processing and 

visualization have not been fully developed by now.  

The analysis of publications [9-15] justifies that 

working out the effective managerial decisions within the 

scope of energy consumption monitoring systems requires 

the development of tools for analytical and intelligent 

processing of energy consumption indicators. 

The papers [2-7] deal with technical and engineering 

aspects of the development of energy consumption 

monitoring systems; the modern technologies of the 

collection, storage, and processing of information are 

reviewed and their usefulness for such systems is proven. 

However, the papers under analysis do not focus on the 

comprehensive approach to the development of such tools 

and their adapting to energy efficiency management 

problems at the individual as well as regional enterprises. 

The analysis justifies that the development of the 

monitoring system of energy consumption in the region 

requires a comprehensive approach involving modern 

telecommunications and web technologies, databases, 

tools for collection, processing, and visualization of energy 

consumption indicators. 

 

AIM AND OBJECTIVES OF THE RESEARCH 

The aim of the research is to develop a structure of the 

regional energy consumption monitoring system and its 

components.  

To achieve the aim the following objectives should be 

accomplished: 

 to develop the structure of the regional energy 

consumption monitoring system; 

 to analyze and choose means of implementation of 

the monitoring system components; 

 to develop the components of the energy 

consumption monitoring system. 

 

KEY FINDINGS 

Structure of the regional energy consumption 

monitoring system. Structure of the monitoring system of 

energy consumption in Lviv region is focused on using 

telecommunications and web technologies, databases, 

tools for collection, analytical and intelligent processing of 

energy data, visualization of the results of processing and 

making managerial decisions. Energy consumption 

monitoring system consists of two subsystems: 

information and analytical ones. The structure of the 

developed energy consumption monitoring system is 

presented in Fig. 1, where TCP/IP - Communication 

Protocol Suite, ETL - Extract, Transform and Load, OLAP 

- Online Analytical Processing; BI - Business Intelligence, 

N - the number of sensor system nodes. 
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Fig. 1. Structure of the regional  

energy consumption system 

 

The technical basis of the information subsystem 

comprises the wireless sensor networks characterized by 

self-organization and adaptability to the changes in 

environment and infrastructure. In addition, wireless node 

hardware and their networking protocols are optimized 

with the respect to energy consumption. Generally, the 

wireless sensor network is a distributed system consisting 

of the small intelligent (though not always) sensory units 

linked to the cloud data warehouse. The sensor network 

may include the following components: distributed 

sensors, meter readers, computation, and transmission 

units. All intelligent sensors interact through the global or 

local infrastructure for the information exchange of access 

to the cloud data warehouse. The status of sensors and the 

number of connections can vary over time. Additionally, 

the collection and maintenance of energy data may be done 

manually by means of recording in the database. 

The cloud data warehouse provides open interfaces to 

access and publish integrated data controlled by the cloud. 

Any Internet user can access these data through public, 

documented access interfaces provided by the cloud. 

Enterprises and institutions are responsible for data 

collection in the cloud. Energy data from enterprises are 

recorded in the cloud data warehouse with the help of 

HTTP-based interfaces. To work with cloud data 

warehouse one is recommended to use the interface with 

HTTP REST protocol - a simple and unified interface for 

network communication. Such interface provides an 

opportunity to publish or read the data from the service 

directly as well as make requests for regulating actions. 

The example of such actions can be a request for service’s 

installation of data streaming read based on TCP sockets. 
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Service can provide file interfaces to publish data files. 

Such interfaces can be FTP services, local file systems or 

cloud file systems, e. g. AWS S3. Data can be stored in 

popular clouds, such as AWS, Azure and Google Cloud. 

Analytical subsystem consists of energy data 

warehouse, ETL, OLAP, BI, Data Mining tools, prediction, 

visualization and decision support tools. Energy data 

warehouse is based on big data technologies allowing 

effectively storing, processing and providing access to 

large volumes of data in the distributed mode. Moreover, 

such technologies provide for the effective processing of 

unstructured data. One should use OLAP servers to access 

OLAP technologies in the data warehouse. Users can 

access these tools either directly via interfaces or via 

software applications (desktop, web or mobile ones). 

Tools for monitoring system components 

implementation. The following technical tools are chosen 

for implementation of the energy consumption monitoring 

system components: 

 data extraction - web spider created with the help 

of Scrapy framework that provides a flexible 

infrastructure for web spider creation; 

 operational databases - NoSQL database 

(MongoDB) that ensures quick work with 

individual documents and support the effective 

scaling in; 

 the data bus is represented by Kafka message 

broker that is able to manage large volumes of 

messages, has broad means of integration with 

various components of data recording and reading, 

and supports clustering; 

 data is processed with the help of Spark framework 

based on Hadoop YARN resource manager; 

 thread-specific data is processed with Spark 

Streaming that ensures processing of new messages 

received by the message broker while reducing the 

time recent data are available in the data warehouse 

to a few seconds; 

 the data warehouse is based on Hadoop HDFS 

distributed file system; 

 batch processing is carried out with the help of 

Spark Core and Spark SQL components based on 

Hadoop YARN; 

 tabular data access based on SQL is organized with 

the help of HIVE on the basis of Spark SQL engine; 

 distributed intelligent data processing is performed 

with the use of TensorFlow; 

 Druid OLAP server providing for operation of 

OLAP technology on a real-time basis and with 

large volumes of data; 

 server integration with Kafka broker; 

 the following interfaces are available for users: Hue 

for creating SQL HIVE base queries; Pentaho 

Report Designer for creating reports and graphs 

based on HIVE; a website providing access to 

graphic data of intelligence and OLAP data 

processing; 

 Cassandra database for storing data processing 

results and MySQL for storing component 

metadata;  

 Zookeeper for service synchronization and 

availability; 

 Docker containerization technology and 

Kubernetes container orchestration technology.  

Tools used for monitoring system implementation are 

summarized in Fig. 2. 

 

  
Fig.2 Tools for monitoring system implementation 

 

Data extraction component is a web spider based on 

Scrapy technology and online NoSQL database MongoDB. 

The module will be written in Python. The complexity of 

collecting data from websites is explained by the lack of 

information on updates of the certain website data. The 

collection component should occasionally review all data 

available on the website and identify the subsequent data 

updates on the basis of the state stored in the online 

database. Data updates are sent to the message bus for 

further processing and storage in the warehouse. Data 

extraction component operates in two modes: 

 package mode: all the data on the buildings 

indicated on the website are collected at one time; 

 incremental update: data updates are collected. 

Components of the analytical subsystem. Data is 

preprocessed and stored in the warehouse in the streaming 

mode providing for a minimum delay between data 

entering and storing in the data warehouse. Spark 

Streaming is used for stream data processing. The 

technology undertakes micro-batch stream processing and 

provides for the following functions necessary for data 

processing:  

 window procedure and sliding window processing; 

 stateful batch processing; 

 batch processing of structured data using Spark 

SQL Datasets; 

 state, settings and data are saved to the reliable 

intermediate storage to be restored in case of 

hardware or process failure; 

 Exactly once delivery semantics for working with 

Kafka broker. 

Preprocessing components can operate in both 

distributed mode and parallel mode with the application of 

Kafka broker. The number of Spark Streaming processes 

should be equal to or less than the number of Kafka topic 

partitions for low-load computing. Heavy computing may 

involve more processes. 

Spark Streaming operated on the basis of Hadoop 

YARN resource manager. The resource manager is 

responsible for the number of processes and their 

management, ensures availability and restoration of the 

processes after hardware or software failure. Data 

preprocessing involves the following steps: 
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 Verifying data formats and their compliance with 

the requirements. Data, which failed to be verified, 

are filtered out and recorded to a special area with 

invalid data for further analysis. 

 Noise reduction. 

 Converting data to a specific format and saving to 

the following repositories: Kafka topic for Druid 

server; staging area in HDFS file system. 

 Counting statistical data, such as the number of 

processed and filtered messages. 

The general scheme of data processing in the data 

warehouse is presented in Fig. 3. 

  
Fig. 3. Scheme of data processing  

in data warehouse 

 

Files with new data are stored in the staging area. 

Spark Batch process runs periodically and aggregates them 

into large files and saves to the raw area. Then there is a 

start of the process processing new data in the raw area and 

saving them to the core area. This process provides for 

additional data conversion and enrichment. Based on the 

building address, geographic coordinates (latitude and 

longitude) are calculated and added. Data are normalized 

to the third normal form, the building address is subdivided 

into the separate sections indicating country, city, street 

and building number. 

One can access raw and prepared data by means of 

SQL requests using HIVE technology. Data are prepared 

for user interface by means of HIVE requests and Spark 

processes. The results are saved to HIVE table in HDFS 

system (Prepared data) or Cassandra database. 

Additionally, Spark Streaming process saves data to Kafka 

topic for it to be uploaded to Druid OLAP server. The 

server supports the integration of data from Kafka broker 

on a real-time basis. 

Meter readings of various buildings are stored in the 

relational database, which structure is presented in Fig. 4. 

 
Fig. 4. Raw database structure  

 

The database consists of three tables: building - 

building data; meter - meters in the building; meter_value 

- meter values in a certain period of time. Raw area 

preserves extracted data unaltered. That is why its structure 

is similar to the one presented in Figure 4. Core area 

contains data normalized to the third normal form, cleansed 

and supplemented by additional fields (geographical 

coordinates of the building: longitude and latitude). These 

data are intended for working with user interfaces. The 

cleansed database structure is presented in Fig. 5. 

 
Fig. 5. Cleansed database structure 

 

Data extraction component is a web spider based on 

Scrapy technology and online NoSQL database MongoDB. 

MongoDB is used to save the last data status extracted by 

the web spider - the procedure that allows one to monitor 

data changes in the sources, particularly new meter 

readings. Information about building, its meters, meter 

values are saved to a single document for consistency. 

In case of OLAP analysis, cleansed data (core area) 

are presented in the form of a star schema or denormalized 

to a single table. Different OLAP servers use the different 

structure of data to work with. For example, Druid OLAP 

server handles denormalized data. 

The development of regional energy consumption 

map. Energy consumption map is prepared with the use of 

SQL script presented in Fig. 6. The sample of energy 

consumption data per week (from 23 September 2017 till 
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30 September 2017) was collected and geographical center 

of consumers was specified. 

 

 
Fig. 6. Data preparation script 

 of energy consumption map 

 

The example of industrial energy consumption per 

week with geographical coordinates sorted in descending 

order is presented in Table 1. 

 

Table 1. 

Industrial energy consumption per week with 

geographical coordinates 

 
 

Using data on industrial energy consumption per week 

and Google Maps API libraries, the energy consumption 

map presented in Fig. 7 was designed. 

 
Fig 7. Energy consumption map (per week) 

 

Energy consumption intensity in different parts of the 

region is marked with a blue color. The darker the color, 

the more electricity was consumed at this location per 

week. If there is the blue color on the map, there is the data 

on the energy consumed at the specific places on the map. 

The energy consumption map allows one to see the areas 

with the highest or the lowest energy consumption rate. 

Energy Consumption Visualization. The data 

preparation script displaying the electricity consumed by 

the enterprise for a certain period of time with different 

time intervals was developed. The example of the graph 

showing energy consumed by the enterprise with a daily 

interval is presented in Fig. 8. 

 

Date / Time (T)  
Fig. 8. The graph for energy consumed 

 by the enterprise with a daily interval 

 

This graph shows the daily energy consumption rate 

during one month. Additionally, the managerial decisions 

involve graphs for energy consumption with an hour, week, 

and month interval.  

Comparison of energy efficiency of the enterprises. To 

compare the energy efficiency of various enterprises, the 

data should be prepared in the following way:  

 energy consumption rate of each enterprise is 

identified by summing up all meter readings; 

 the energy efficiency ratio (showing the amount of 

consumed electricity per unit area) should be 

determined as follows: <C = E / S>, where C - 

efficiency ratio, E - consumed electricity, S - the 

building area; 

 the energy efficiency ratio of the enterprises should 

be normalized: <Cn = C/max(C)>, where Cn - a 

normalized energy efficiency ratio, max (C) - 

maximum ratio value among all enterprises. 

Control parameter lies within the range from 0 to 1, , 

Cn is [0.0, 1.0]. According to this parameter, buildings are 

divided into 10 energy efficiency categories. The most 

energy efficient buildings (with regard to energy 

consumption per unit area) are included in the category 0, 

the least efficient ones - in the category 9. The buildings 

with efficiency ratio Cn = [0.0, 0.05] are included in the 

category 0, the ones with efficiency ratio Cn = [0.05, 0.15] 

- in the category 1 etc. 

The script for weekly efficiency ratio of each 

enterprise was developed. Based on data on energy 

consumption and building area one can assess their energy 

efficiency. The area and electricity consumed by each 

enterprise per week are presented in Figure 9. 

Building area (m2)  
Fig. 9. Diagram of buildings grouped by the area 

 and consumed electricity  
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Diagram of buildings grouped by the area and 

consumed electricity allows one to identify trends in the 

energy efficiency of the buildings. This diagram helps 

identify buildings dissenting from the general trend. The 

additional building characteristics and forms of energy 

may be used to assess energy efficiency rates more 

precisely. 

Based on the results of building energy efficiency 

assessment the diagram of buildings grouped by energy 

efficiency categories was developed (Fig. 10). 

Normalized performance indicator / Building address
 

Fig. 10. Diagram of buildings grouped by energy 

efficiency categories 

 

There are two categories of buildings: ones with a low 

energy efficiency ratio are on the left, ones with a high 

energy efficiency ratio are on the right.  

The block graph representing buildings grouped by 

energy efficiency categories is presented in Fig. 11.  

 

Normalized performance indicator
 

Fig. 11. Graph for buildings grouped by energy efficiency 

categories 

 

Each energy efficiency category shows the ratio of 

consumed energy to the building area. Category 0 is 

considered to be the most energy efficient, category 9 - the 

least energy efficient. 

 

CONCLUSIONS 

1. It was determined that monitoring system of energy 

consumption at the enterprises in Lviv region should 

provide for implementation of the following tasks: energy 

data collection on a real-time basis; integration and 

processing of information resources justifying energy 

consumption at both enterprise and regional levels; 

communication between regional authorities and 

entrepreneurs; quick access of regional authorities to the 

latest information on energy consumption; analysis of 

energy consumption dynamics, structure and industrial 

energy efficiency; short-term and medium-term 

predictions of energy consumption and energy efficiency 

of regional economy; daily energy audit of enterprises of 

the region; rapid identification and response to energy loss 

(accidents, damage, illegal use etc); working out the 

effective managerial decisions based on  processing of 

large amount of information related to energy 

consumption. 

2. Structure of the monitoring system of energy 

consumption in Lviv region was developed; it consists of 

information and analytical subsystems focused on using 

telecommunications and web technologies, databases, 

tools for collection, analytical and intelligent processing of 

energy data, visualization of the results of processing and 

making managerial decisions.  

3. The technical basis of information subsystem of the 

energy consumption monitoring system in Lviv region 

comprises wireless sensor networks focused on energy data 

collection on a real-time basis. 

4. Components of the energy consumption monitoring 

system in Lviv region were developed; they provide for 

visualization and assessment of energy consumed by the 

enterprise. 
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