
Journal of Automation, Mobile Robotics & Intelligent Systems VOLUME 12, N° 1 2018

���������� � ������ R��������� M���� ���� �� ����� M���������
���������

���������� � ������ R��������� M���� ���� �� ����� M���������
���������

���������� � ������ R��������� M���� ���� �� ����� M���������
���������

���������� � ������ R��������� M���� ���� �� ����� M���������
���������

������ed: 8th March 2018; accepted: 27th March 2018

Artur Nowosielski, Piotr A. Kowalski, Piotr Kulczycki

DOI: 10.14313/JAMRIS_1-2018/5

Abstract:
This �a�er �resents a �ro�osal o� a model error mi�ga-
�on te�hni��e based on the error distrib��on anal�sis o�
the originalmodel and �rea�ng the addi�onalmodel that
tem�ers the error im�a�t in �ar���lar domain areas iden-
��ed as the most sensi�ve. �oth models are then �ombi-
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�. ��trod�c�o�
Error measurement is one of the fundamentals of

mathematical modelling. �y de�inition, error is a mea-
sure of a modelled parameter value disturbance from
its expected value. The expected value is a theoretical
value for the in�inite population, which means it�s im-
possible to get its exact value. For the machine lear-
ning purposes trained with a �inite collection of sam-
ples, expected values are calculated from that sample
set and model error is measured against that empiri-
cal expected value. Depending on particularmodelling
technique, model may have systematic error, that is,
error dependant on one of the input parameters. Such
an error is sometimes referred to as bias or skew. Also,
model may yield higher error in some particular ran-
ges of input parameter domains. In such cases, model
can be extended by a component thatmitigates the er-
ror impact, that also depends on the input parameter
or parameters. Of course, such a componentmaybe in-
cludeddirectly to the originalmodel. However, there is
a variety of cases when this should not or could not be
done. For example, model may be closed, immutable
component, provided by some external service or a le-
gacy one. Also, recalculating the whole model may be
expensive in terms of computing power or data may
start to get burden with a skew after the model got
trained. The already running model can be hard to re-
con�igure on production environment or its recon�igu-
ration may cause downtime whereas it may be requi-
red to work with no down-time, for example because
of the service level agreements. For those reasons, this
paper presents alternative approach: building a sepa-
rate error model and combining it with the original
model in the ensemble model, that sums the output
of the actual phenomenon model with a �ix provided
by the error mitigation model. It needs to be stated
that presented approach is just a problem mitigation

rather than �ix for the root-cause. This is just another
model and may have the same problems as any other
model. However, thanks to being limited to subset of
input variables and being focused on another dimen-
sion of the modelling goal (difference between trai-
ning sample instead of absolute value) there are ca-
ses when it performs well. Model ensembling has pro-
ven to be an effective way of combining multiple mo-
dels for the sakeof increasing theoutput accuracyover
the single-technique models [2] [3]. However, a typi-
cal use case is to combine multiple models made with
different techniques and then judge which output is
the best or aggregate all the outputs into single mo-
del response, for example by taking average, weighted
average or sum of multiple components. This appro-
ach is popular in combining classi�ication and cluste-
rization models.

2. Model
In order to present the proposed approach, a sim-

ple linear regression model will be discussed brie�ly.
The bike sharing system data set [1] is used. The set
presents a number of a municipal bike rentals (regis-
tered and occasional users) in the Washington metro-
politan area. Input parameters includeweather condi-
tions (temperature, wind, humidity) and time of year
and day. Floating point parameters are normalized to
a range of [0, 1]. The data �ile includes 1�3�� entries
representing hourly registered data points. As there is
no outliers nor incomplete entries, each record con-
tains 16 features. Output variable is a total count of
bike rentals, that spans both casual and registered
users. For the idea demonstration, a single input va-
riable of hours of day is used.

Model accuracy is measured with two common er-
ror metrics: the Residual Sum of Squares (or sum of
squared errors; RSS) and the Residual Standard Error
(RSE). The RSS is more convenient to use as the op-
timization goal for the algorithm, however its values
are unintuitive when it comes to human interpreta-
tion, because they are orders ofmagnitudehigher than
actual output values. It is calculated as follows:

RSS =

n∑
i=0

(ϵi) =

n∑
i=0

(ri − mi)
2, (1)

where r is the bike rentals vector andm is the vector of
model output values calculated for the same inputdata
as corresponding ri samples. The RSE is calculated on
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Fig. 1. Average and median bike rentals count and modelling curve

the basis of the RSS with the following formula:

RSE =

√
RSS

n− p− 1
(2)

Where n is a number of samples and p is a number
of optimized parameters in a model, that is regression
equation coef�icients. Thewholen−p−1 value is often
referred to as a number of degrees of freedom.

Figure 1 presents average and median number of
rentals by each hour (yellow and green dots, respecti-
vely), aswell as a curve representing themodel output
and the RSE error per each hour (red dots). Themodel
is a linear regression model calculated as a 3rd order
polynomial and thus has four parameters. The follo-
wing equation expresses a general model formula:

fm(x) = w3x
3 + w2x

2 + w1x+ w0 (3)

where w if the coef�icients vector. �oef�icients are op-
timized with the Flower Pollination Algorithm [4] and
the formula with supplied coef�icients is:

fm(x) = −0.18048221x3 (4)
+ 4.647178x2

− 8.96642054x

+ 20.47717682

The RSE of this model is 122.58.

3. Error Model
The �irst step in error distribution analysis is a vi-

sual assessment of error metric value. Figure 2 pre-
sents a curve representing a number of rentals per
each hour of day estimated by themodel togetherwith
red dots marking the RSE value per hour. It is visible
that error is relatively higher in rush hours, that is, at
7 - 8 am and 5 - 7 pm.

In case ofmore sophisticatedmodelswithmultiple
input variables, they do not have equal impact on the

output variable.More formally, input variables’ impact
can be compared by calculating and comparing some
kindof an input importancemeasure. Themeasurede-
pends strongly on selected modelling method. For ex-
ample, in a model where all the inputs are embedded
linearly into a model equation, input importance can
be directly inferred by taking an absolute coef�icients
values. Similarly in neural networks, where a notion of
input weight is one of fundamental concepts.

Similarly as in the actual domain modelling, two
approaches can be distinguished when it comes to er-
rormodelling. The �irst one is based on a detailed ana-
lysis of the error distribution over the input parame-
ters. This approach is useful when error distribution
can be easily aligned to a common known function,
such as a logarithm or linear. The second one is a
black-box approach, where error distribution is not a
subject of a detailed analysis, but a metaheuristic al-
gorithm is applied to align best function or best coef-
�icients to a prede�ined class of functions, for example
polynomial function.

Error value distribution analysis lets to choose
which input variables should be involved in the error
model. However, both error metrics discussed previ-
ously are mean metrics, which means they miss im-
portant information about a sign of the difference bet-
ween empirical samples and estimated value and also
about the sign of the estimated value itself. Another
critical question while considering a proper function
for the purpose is choosing an appropriate bench-
mark, that is whether it should refer to average values
of the training samples set or to the median or, possi-
bly, some othermeasure. This decision depends on the
model output value variance. In case of highly-variable
values, any central tendencymeasuremay be inappro-
priate and quartiles or n-th deciles could work better.

Error mitigation function has multiple desired fe-
atures. Obviously, it should decrease error value at le-
ast at some sensitive points, while not increasing it at
the same time throughoutwhole domain. The function
should not �it to the training data too precisely. Too
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Fig. 1. Average and median bike rentals count and modelling curve
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strict alignment to the training datamay result in yiel-
ding worse results when applied to a real data. There
are over�itting-prevetion techniques, such as cross-
validation that can be used for both submodels.

As stated previously, error is higher in rush hours.
Example error mitigation component formula is:

fe(x) =




0, if x ∈ [0, 7)

−200(x− 8)2 + 250, if x ∈ [7, 10)

−40, if x ∈ [10, 14)

−60, if x ∈ [14, 17)

100, if x ∈ [17, 19)

0 if x ∈ [19, 23)
(5)

where x is the input variable. Ranges, constant values
and function coef�icientswere chosen arbitrarily. �oth
models are in fact independent of each other and can
be created using any technique. Figure 3 displays the
error mitigation function graph.

4. Ensemble Model
When the error model is ready it needs to be com-

bined with the original model of the discussed pheno-
menon. There are multiple ensembling methods. Ho-
wever, in the discussed case, both sub-models have
clearly de�ined roles. The initial model is responsible
for estimating the actual result and is focused on de-
aling with all the input data. There is also the error
model, that tries to mitigate the original model’s skew
and it estimates the error, not the value itself. Thatma-
kesmost of commonlyused techniques, such as voting,
stacking, blending or bucketing unapplicable for the
purpose. The presented application uses simple sum
function that sums the basic model output and the er-
ror mitigation model output. The general formula is:

f(X) = fm(X) + fe(X) (6)
where fm() is the original model, fe() is the error mo-
del and thus f() is the ensemble model. X is the input
samples vector.

The RSE of the ensemble model is 114.22, and is
7% lesser than RSE of the initial model.

5. Summary
This paper presented an idea of ensembling a li-

near regressionmodel togetherwith additionalmodel
that decreases average error in particular parts of the
input variable domain by adding/subtracting a con-
stant or function depending on input variable value
to/from an estimated output value. The trivial two-
dimensional example is used to demonstrate the idea.
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Fig. 4. Ensemble model curve and RSE values per hour of day
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