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Abstract: This paper presents the control designs for an autonomous forklift vehicle that drive the vehicle from an initial configuration 
to a final one. Three stabilization controls, which are chained-form time-varying control, sigma-transformed discontinuous control,  
and navigation-variables-based discontinuous control, for a forklift vehicle are compared by simulations. The sigma-transformed  
and navigation-variables-based discontinuous controls provide fast convergence motions from an initial to a final configuration, while  
the time-varying-based control provides oscillatory motion and slow convergence. The sigma-transformed discontinuous control has a set 
of discontinuous points in which, from a practical point of view, the control signals can blow up if a vehicle enters the set.  
The navigation-variables-based control, which also has a discontinuous point at the final configuration, does not produce blown up control 
signals since its boundedness nature. Discussion on the implementation of control algorithm is elucidated for the three stabilization  
controls for the forklift vehicle.  

Key words: Autonomous vehicle, stabilization control, time-varying-based control, discontinuous control,  
                     navigation-variables-based control 

1. INTRODUCTION 

Control design of autonomous vehicle is still of interest to 
many researchers, especially in dealing with implementation 
(Kłosiński et al., 2015; Virgalaivan et al., 2018; Widyotriatmo and 
Hong, 2015; Baranowski and Siwek, 2018). One of the applica-
tions is the stabilization control, which is the design of control 
algorithm to drive an autonomous vehicle from an initial configura-
tion to a final configuration. The configuration is not only the posi-
tion but also the orientation of the vehicle. 

A wheeled vehicle is a nonholonomic system (i.e., a system 
with nonholonomic constraints). Brockett (1983) showed that there 
is no continuously differentiable time-invariant control law that 
stabilizes a nonholonomic system asymptotically. Two control 
strategies for nonholonomic systems are found in the literature: 
open loop and closed loop strategies. In open loop strategies 
(Murray and Sastry, 1993; Soueres and Laumond, 1996; 
Widyotriatmo and Hong, 2008), the control signals are calculated 
off-line using the information of the initial and the goal configura-
tions. Using this strategy, the vehicle may not reach the goal 
configuration due to disturbances, modelling errors, and sensor 
uncertainties. In closed loop strategies, the control signals are 
computed online based on the current and goal configurations. 
A coordinate transformation is used. Examples of coordinate 
transformation are the chained form (Murray and Sastry, 1993), 
the power form (Pomet and Samson, 1994), the polar coordinates 
(Aicardi et al., 1995), the sigma process (Astolfi, 1996), the differ-
ential flatness approach (Lamiraux and Laumond, 2000; Tang 
et al., 2008; Ryu and Agarwal, 2010), and the transverse form 
(Morin and Samson, 2009). Several control algorithms proposed 
are the time-varying control (Samson, 1995; Tamba et al., 2009; 
Wang et al., 2015), discontinuous control (Lamiraux and 
Laumond, 2000), and the switching method (Hespanha and 

Morse, 1999). Control laws using polar coordinates are utilized 
(Widyotriatmo and Hong, 2015; Astolfi, 1996; Siegwart and Nour-
bakhsh, 2004). Unlike the previous studies, which considered 
unicycle-type vehicles, the stabilization control for forklift vehicle 
is focused. 

In dealing with the stabilization of nonholonomic wheeled mo-
bile robots system, the system needs to be transformed into 
a special structure as in Abbasi et al. (2019), the power form (Xie 
and Li, 2019), chained form (S’anchez-Torres et al., 2019), or the 
polar or navigation-variable form (Widyotriatmo and Hong, 2012). 
Then, the control designs are implemented in the forms of time-
varying or discontinuous controls. In Widyotriatmo and Hong 
(2012), experimental results for the stabilization of forklift vehicle 
using the navigation-variable form transformation has been per-
formed. Other experimental results of a car-like-vehicle using 
a discontinuous control has been shown in Hashimoto et al. 
(2019). A switched pivot and longitudinal motions are also per-
formed for point stabilization for a differential wheel robot with 
inverted pendulum Yue et al. (2019). Lyapunov method is estab-
lished for the stabilization of mobile robot with inverted pendulum 
in Muralidharan and Mahindrakar (2014). Simultaneous stabiliza-
tion and tracking of a nonholonomic robot using Lyapunov based 
approach is proposed in Wand et al. (2015). In Muralidharan and 
Mahindrakar (2013), the stabilization of mobile robot with con-
straints of configuration is solved by sliding mode technique. 
Stabilization of a mobile robot using model predictive control 
is presented in Xiao et al. (2017), Wei et al. (2013). 

Different transformations and control strategies claim the ef-
fectiveness of the stabilization result. The question leads to how 
the control performances of the individual strategies of trans-
formed systems for the forklift vehicle are. In this paper, the per-
formances of the three configuration control laws, which are the 
time-varying-based control in the chained-form, the discontinuous 
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control using sigma process, and the navigation-variables-based 
control, for asymptotically stabilizing the configuration error of the 
vehicle are compared. The trajectories calculated using the indi-
vidual control laws are presented by simulations. From this simu-
lation, the use of the three configuration control laws is analysed. 
The objective of this paper is to determine which transformation 
and control strategy are the most effective in stabilizing a forklift 
vehicle, focusing on the ease of implementation and on the result-
ed motion in driving the forklift from an initial configuration to a 
final one. By studying the comparisons of different transformation 
and control strategies, the engineer who applies the stabilization 
control of a forklift vehicle can understand the consequences in 
implementing a chosen control algorithm. 

The equations of motion of the considered forklift are derived. 
The equations are represented kinematic and dynamic equations. 
The kinematic equations describe the velocity of the vehicle with 
the inputs of linear velocity and steering angle, and the dynamic 
equations provide the accelerations of the vehicle and the torques 
of the actuators of driving and steering. The control problem is 
divided into two stages. First, the linear velocity and the steering 
angle of the kinematic equations are designed and become the 
references for the dynamic model. And then, the input to two 
actuators (driving and steering) are calculated in such a way that 
the two actuators track the linear velocity and the steering angle.  

The rest of this paper is organized as follows. The equations 
of motion of the vehicle are derived in Section II. The implementa-
tion of the PD control for the direct current (DC) motor control is 
discussed in Section III. Section IV presents the three configura-
tion control laws for the forklift. Section V shows the simulation 
results and discussion. The conclusions are drawn in Section VI. 

2. EQUATIONS OF MOTION OF FORKLIFT VEHICLE 

Let the global coordinate frame 𝑂 − 𝑖̂𝑗̂ be fixed in the work-
space as in Fig. 1. The body coordinate is denoted as 𝑂b − 𝑖̂b𝑗b̂, 

𝑙 is the length from the rear wheel to 𝑂b. The position of the vehi-

cle is (𝑥, 𝑦)  located at 𝑂b and the orientation 𝜃. The linear ve-
locity and steering angle are denoted by 𝑣 and 𝛿, respectively. 

 

Fig. 1. The schematic of forklift vehicle 

The angular positions of the front and rear wheels are denoted 
by 𝜑f and 𝜑b, respectively. Let q be the state vector q =

[𝑥, 𝑦, 𝜃, 𝛿, 𝜑𝑓 , 𝜑𝑏]
𝑇

∈ 𝑅6. The equations of motion of the 

forklift vehicle are: 

M(q)q̈ + C(q, q̇)q̇ + f𝑠 + g(q) = B(q)τ + J(q)f𝐶 , (1) 

J𝑇(q)q̇ = 0,  (2) 

where: M(q) ∈ 𝑅6×6 is the inertia matrix, C(q, q̇) ∈ 𝑅6×6 is the 

centripetal and Coriolis matrix, f𝑠 ∈ 𝑅6 is the surface friction 

vector, g(q) ∈ 𝑅6 is the gravitational vector, B(q) ∈ 𝑅6×2 is the 

input matrix, τ = [𝜏v, 𝜏δ]
𝑇𝜖𝑅2 is the torque inputs vector of the 

driving and steering motors, respectively, f𝐶 ∈ 𝑅4 is the force 

vector denoting the constraint, and J(q) ∈ 𝑅6×4 is the constraint. 
Since the vehicle moves on the flat surface g(q) = 0. 

For non-slipping and pure rolling conditions, the constraint 

matrix J(q) is: 

J(q) =

[
 
 
 
 
 
𝐽11 𝐽12 𝐽13 𝐽14

𝐽21 𝐽22 𝐽23 𝐽24

𝐽31 𝐽32 𝐽33 𝐽34

𝐽41 𝐽42 𝐽43 𝐽44

𝐽51 𝐽52 𝐽53 𝐽54

𝐽61 𝐽62 𝐽63 𝐽64]
 
 
 
 
 

 ,  (3) 

where: 𝐽11 = −sin 𝜃, 𝐽12 = −(cos 𝜃 sin 𝛿 + sin 𝜃 cos 𝛿), 

𝐽13 = cos 𝜃, 𝐽14 = cos 𝜃 cos 𝛿 − sin 𝜃 sin 𝛿, 𝐽21 = cos 𝜃, 

𝐽22 = cos 𝜃 cos 𝛿 − sin 𝜃 sin 𝛿,  𝐽23 = sin 𝜃, 𝐽24 =
cos 𝜃 sin 𝛿 + sin 𝜃 cos 𝛿,  𝐽32 = −𝑙 cos 𝛿, 𝐽34 = −𝑙 sin 𝛿, 

𝐽53 = −𝑟𝑓, 𝐽64 = −𝑟𝑟 , and 𝐽31 = 𝐽32 = 𝐽33 = 𝐽34 = 𝐽51 =

𝐽52 = 𝐽54 = 𝐽61 = 𝐽62 = 𝐽63 = 0, 𝑟𝑓  and 𝑟𝑟  are the radii of the 

wheels of the vehicle, at the front and rear. A matrix S(q) ∈ 𝑅6×2 
is defined as: 

S(q) = [
𝑆11 𝑆12 𝑆13 𝑆14 𝑆15 𝑆16

𝑆21 𝑆22 𝑆23 𝑆24 𝑆25 𝑆26
]
𝑇

, (4) 

where: 𝑆11 = cos 𝜃 cos 𝛿, 𝑆11 = sin 𝜃 cos 𝛿, 𝑆13 =
−(1/𝑙) sin 𝛿, 𝑆15 = (1/𝑟f) cos 𝛿, 𝑆16 = 1/𝑟𝑟 , 𝑆24 = 1, and 

𝑆21 = 𝑆22 = 𝑆23 = 𝑆25 = 𝑆26 = 0, such that S(q)𝑇J(q) = 0. 

The velocity vector v = [𝑣 �̇�]𝑇 is defined where 𝑣 is the linear 

velocity and the angular velocity �̇�. The derivative of q with re-
spect to time is: 

q̇ = S(q)v, (5) 

Lagrange method is used to obtain (1). The kinetic energy 𝐾 
is: 

𝐾 =
1

2
q̇TMq̇, (6) 

where:  

M = diag(𝑚,𝑚, 𝐼b, 𝐼δ, 𝐼f, 𝐼r),  (7) 

𝑚 is the vehicle’s mass, 𝐼b is the moment of inertia around 𝑂b, 𝐼δ 
is the moment of inertia of the rear wheel towards its normal axis, 

and  𝐼f and 𝐼r are the front and rear wheels’ moments of inertia. 
The centripetal and Coriolis matrix is:  

C(q, q̇) = Ṁ(q)q̇ − 𝜕𝐾/𝜕q = 0, (8) 

and the input transformation B(q) is: 

B(q) = [
0 0 0 0 0 1
0 0 0 1 0 0

]
𝑇

. (9) 

The second derivative of vector q is:  

q̈ = S(q)v̇ + Ṡ(q, q̇)v. (10) 
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Substituting (10) into (1), and multiplying by S𝑇(q) of both sides, 
it is obtained: 

M1(q)v̇ + C1(q, q̇)v + f1 = B1(q)τ,  (11) 

where: 

M1(q) = S𝑇(q)M(q)S(q), (12) 

C1(q, q̇) = S𝑇(q)M(q)Ṡ(q), (13) 

f1 = S𝑇(q)f = [𝑓𝑣 𝑓𝛿]
𝑇, (14) 

B1(q) = diag(1/𝑟r, 1), (15) 

𝑓𝑣 and 𝑓𝛿 are the surface frictions in the directions of linear veloci-
ty and steering angle of the rear wheel. Then, the equations of 
motion are: 

�̇� = 𝑣 cos 𝜃 cos 𝛿, (16) 

�̇� = 𝑣 sin 𝜃 cos 𝛿, (17) 

�̇� = −(𝑣/𝑙) sin 𝛿, (18) 

𝑚1�̇� + 𝑐1𝑣 + 𝑟r𝑓𝑣 = 𝜏𝑣, (19) 

𝐼𝛿�̈� + 𝑓𝛿 = 𝜏𝛿, (20) 

where: 

𝑚1 = 𝑟r((𝑚 + 𝐼f)(cos 𝛿)2 + (𝐼b/𝑙
2)(sin 𝛿)2 + 𝐼r), (21) 

𝑐1 = 𝑟r ((𝐼b/𝑙
2) − (𝐼f/𝑟f

2)  − 𝑚) �̇� cos 𝛿 sin 𝛿. (22) 

The equations (16)–(18) show the kinematic equations, (19) and 
(20) are the traction and steering dynamics, respectively. 

3. MOTOR CONTROL 

The rear wheel in (19)–(20) are controlled by the torques 𝜏𝑣 
and 𝜏𝛿  as:  

𝜏𝑣 = (𝑘m, 𝑣/𝑅m, 𝑣)((𝑢𝑣 − (𝑘emf, 𝑣/𝑟𝑟)𝑣), (23) 

𝜏𝛿 = (𝑘m, 𝛿/𝑅m, 𝛿)(𝑢𝛿 − 𝑘emf, 𝛿�̇�), (24) 

where: 𝑢𝑣 and 𝑢𝛿 are the control signals for the driving and steer-

ing motors. 𝑘m, 𝑖 is the motor torque constant, 𝑘emf, 𝑖  is the back 

electromotive constant, and 𝑅m, 𝑖 is the motor resistance, of the 𝑖 -

th motor, 𝑖 = 𝑣, 𝛿. 
The desired linear velocity 𝑣𝑑  and steering angle 𝛿𝑑 is con-

trolled by the PD with control signals 𝑢𝑣 and 𝑢𝛿 are designed as: 

𝑢𝑣 = 𝑘P, 𝑣(𝑣𝑑 − 𝑣) − 𝑘D, 𝑣�̇�, (25) 

𝑢𝛿 = 𝑘P, 𝛿(𝛿𝑑 − 𝛿) − 𝑘D, 𝛿�̇�, (26) 

where: 𝑘P, 𝑖 is the proportional gain, 𝑘D, 𝑖 is the derivative gain of 

the 𝑖 -th motor, 𝑖 = 𝑣, 𝛿. Using (23) and (25), (19) becomes 

(
𝑅m, 𝑣𝑚1

𝑘m, 𝑣
+ 𝑘D, 𝑣) �̇� + (

𝑅m, 𝑣𝑐1

𝑘m, 𝑣
+

𝑘emf, 𝑣

𝑟𝑟
+ 𝑘P, 𝑣) 𝑣 = 𝑘P, 𝑣𝑣𝑑 −

𝑅m, 𝑣𝑟𝑟

𝑘m, 𝑣
𝑓𝑣. (27) 

 

By choosing 𝑘P, 𝑣 > max( (𝑅m, 𝑣/𝑘m, 𝑣)𝑐1 − 𝑘emf, 𝑣/𝑟𝑟) 

and assuming 𝑓𝑣 is constant, the solution of (27) is obtained as: 

𝑣(𝑡) =
𝑘𝑝,𝑣

(𝑐1𝑅𝑚,𝑣)

𝑘𝑚,𝑣
+

𝑘emf,𝑣
𝑟r

+𝑘𝑝,𝑣

(𝑣d −
𝑅𝑚,𝑣𝑟𝑟

𝑘𝑚,𝑣𝑘𝑝,𝑣
𝑓𝑣 − (𝑣𝑑 −

𝑣(𝑡0) −
𝑅𝑚,𝑣𝑟𝑟

𝑘𝑚,𝑣𝑘𝑝,𝑣
𝑓𝑣) exp(−𝜆𝑣𝑡) , (28) 

where:  

𝜆𝑣 =
(
𝑐1𝑅m, 𝑣
𝑘m, 𝑣

+
𝑘emf, 𝑣

𝑟𝑟
+𝑘P, 𝑣)

(
𝑚1𝑅m, 𝑣

𝑘m, 𝑣
+𝑘D, 𝑣)

 >  0. (29) 

Using (24) and (26), (20) becomes: 

(
 𝐼𝛿𝑅m, 𝛿

𝑘m, 𝛿𝑘P, 𝛿
) �̈� + (

𝑘D, 𝛿+𝑘emf, 𝛿

𝑘P, 𝛿
) �̇� + 𝛿 = 𝛿𝑑 − (

𝑅m, 𝛿

𝑘m, 𝛿𝑘P, 𝛿
) 𝑓𝛿.

 (30) 

The parameters 𝑘P, 𝛿  and 𝑘D, 𝛿  are chosen such that: 

((𝑘D, 𝛿 + 𝑘emf, 𝛿)/𝑘P, 𝛿)
 2

− 4(𝑅m, 𝛿𝐼𝛿)/(𝑘m, 𝛿𝑘P, 𝛿) > 0.  

 (31) 

The solution of (30) becomes: 

𝛿(𝑡) = 𝛿d −
𝑅m,𝛿

𝑘m,𝛿𝑘P,𝛿
𝑓𝛿 − (𝛿d − 𝛿(𝑡0) −

𝑅𝑚,𝛿

𝑘𝑚,𝛿𝑘𝑃,𝛿
𝑓𝛿) ×

(
𝜆𝛿,2 exp(−𝜆𝛿,1𝑡)−𝜆𝛿,1 exp(−𝜆𝛿,2𝑡)

𝜆𝛿,2−𝜆𝛿,1
), 

 (32) 

where: 

𝜆𝛿,1 =

𝑘𝐷,𝛿+𝑘emf,𝛿
𝑘𝑃,𝛿

+((
𝑘𝐷,𝛿−𝑘emf,𝛿

𝑘𝑃,𝛿
)

2

−
4𝑅𝑚,𝛿𝐼𝛿
𝑘𝑚,𝛿𝑘𝑃,𝛿

)

1
2

2
𝑅𝑚,𝛿𝐼𝛿

𝑘𝑚,𝛿𝑘𝑃,𝛿

>0, (33) 

𝜆𝛿,2 =

𝑘𝐷,𝛿+𝑘emf,𝛿
𝑘𝑃,𝛿

−((
𝑘𝐷,𝛿−𝑘emf,𝛿

𝑘𝑃,𝛿
)

2

−
4𝑅𝑚,𝛿𝐼𝛿
𝑘𝑚,𝛿𝑘𝑃,𝛿

)

1
2

2
𝑅𝑚,𝛿𝐼𝛿

𝑘𝑚,𝛿𝑘𝑃,𝛿

>0. (34) 

It can be seen that in (28) and (32), the PD control can make 

the linear velocity 𝑣 and the steering angle 𝛿 to track the desired 
values 𝑣𝑑  and 𝛿𝑑 with some errors caused by the frictions and 
the decaying exponential function. It is assumed that the friction is 
very small and so that the PD control can track the desired values. 

4. STABILIZATION CONTROLS 

By assuming the ideal linear velocity and steering angle as in-

puts (𝑣 = 𝑣d, 𝛿 = 𝛿d), the configuration control algorithms for 
the forklift based on the time-varying-based control using chained-
form with time-varying control, sigma-transformed discontinuous 
control, and navigation-variables-based control are investigated. 

Without loss of generality, the goal configuration is set to (xg, yg, 
θg) = (0, 0, 0). 

Let 𝑣1 = 𝑣 cos 𝛿 and 𝑣2 = 𝑣 sin 𝛿. In terms of 𝑣1 and 𝑣2, 
The linear velocity and steering angle are calculated as follows: 

𝑣 = sgn( 𝑣1)√𝑣1
2 + 𝑣2

2, (35) 

𝛿 = 𝑎𝑟𝑐𝑡𝑎𝑛( 𝑣2/𝑣1). (36) 

The kinematic equations in (16)–(18) becomes: 

�̇� = 𝑣1 𝑐𝑜𝑠 𝜃, (37) 
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�̇� = 𝑣1 𝑠𝑖𝑛 𝜃, (38) 

�̇� = −𝑣2/𝑙. (39) 

Let �̃� = 𝑥𝑔 − 𝑥, �̃� = 𝑦𝑔 − 𝑦, and �̃� = 𝜃𝑔 − 𝜃 be the errors 

between the current and final configurations. Using the kinematic 
equations in (37)–(39), the individual transformations, which are 
the chain form for deriving the time-varying-based control, the 
sigma process for calculating the discontinuous control, and the 
navigation-variables for obtaining the navigation-variables-based 
control are introduced in the following subsections. 

4.1. Chained-form time-varying-based control 

In deriving the time-varying-based control, the following 

chained-form space (𝜒1
′ ,𝜒2

′ ,𝜒3
′ ) is introduced: 

𝜒1
′ = �̃�, (40) 

𝜒2
′ = �̃� sin �̃� − �̃� cos �̃�, (41) 

𝜒3
′ = �̃� cos �̃� + �̃� sin �̃�, (42) 

𝑣1
′ = −(𝑣2/𝑙), (43) 

𝑣2
′ = 𝑣1 − 𝜒2

′𝑣2/𝑙. (44) 

From (40)–(42), the origins of the state of the chained-form 

space (𝜒1
′ ,𝜒2

′ ,𝜒3
′ ) and the configuration error space (�̃�,�̃�,�̃�) coin-

cide. Thus, the asymptotical stabilization problem of the configura-
tion error space becomes that of the chained-form space. The 
chained-form satisfies the following: 

�̇�1
′ = 𝑣1

′ , (45) 

�̇�2
′ = 𝜒3𝑣1

′ , (46) 

�̇�3
′ = 𝑣2

′ . (47) 

The control law for stabilizing the chained-form of (45)–(47) is 
declared in Theorem 1. 

Theorem 1: Consider the chained form system (45)–(47). Let 

the control law 𝑣1
′  and 𝑣2

′  be designed as 

𝑣1
′ = −𝑘𝑣,1𝜒1

′ + (𝜒′
2
2
+ 𝜒′

3
2
) 𝑠𝑖𝑛 𝑡,  (48) 

𝑣2
′ = −𝜒2

′𝑣1
′ − 𝑘𝑣, 2𝜒3

′ , (49) 

where 𝑘𝑣, 1 and 𝑘𝑣, 2 are positive constants. Then, the origin (𝜒1
′ , 

𝜒2
′ , 𝜒3

′ ) = (0, 0, 0) is asymptotically stable. 
Proof: Using (48)–(49), (45)–(47) becomes: 

�̇�1
′ = −𝑘𝑣, 1𝜒1

′ + (𝜒′
2
2
+ 𝜒′

3
2
) 𝑠𝑖𝑛 𝑡, (50) 

�̇�2
′ = −𝑘𝑣, 1𝜒1

′𝜒3
′ + (𝜒′

2
2
+ 𝜒′

3
2
)𝜒3

′ 𝑠𝑖𝑛 𝑡, (51) 

�̇�3
′ = −𝑘𝑣, 2𝜒3

′ + 𝑘𝑣, 1𝜒1
′𝜒2

′ − (𝜒′
2
2
+ 𝜒′

3
2
)𝜒2

′ 𝑠𝑖𝑛 𝑡. (52) 

Note that (𝜒′
2
2
+ 𝜒′

3
2
) 𝑠𝑖𝑛 𝑡 is a time-varying function that satis-

fies (𝜒′
2
2
+ 𝜒′

3
2
) 𝑠𝑖𝑛 𝑡 = 0 as 𝜒2

′ , 𝜒3
′  = 0. 

From (50), 𝜒1
′  is bounded, which implies that 𝑣1

′  is also 

bounded. The Lyapunov function 𝑉𝑐  is defined as: 

𝑉𝑐 = 𝜒′
2
2
+ 𝜒′

3
2
. (53) 

Using (51)–(52), the time-derivative of the Lyapunov function (53) 
becomes: 

�̇�𝑐 = −𝑘𝑣, 1𝜒
′
3
2

≤ 0. (54) 

This implies that 𝜒3
′ → 0 as 𝑡 → ∞. Then, from (51) and (52), it 

can be concluded that 𝜒2
′ → 0 as 𝑡 → ∞. Since  (𝜒′

2
2
+

𝜒′
3
2
) 𝑠𝑖𝑛 𝑡 = 0 as 𝜒2

′ , 𝜒3
′  = 0, 𝑣1

′  tends to zero. Then from (48), it 

can be concluded that 𝜒1
′ → 0 as 𝑡 → ∞. Thus, it is obtained 

that 𝜒1
′ , 𝜒2

′ , 𝜒3
′ → 0 as 𝑡 → ∞.   □ 

4.2. Sigma-transformed discontinuous-based control 

The sigma-transformed discontinuous-based control is derived 
using the following transformation: 

𝜒1
″ = �̃�, (55) 

𝜒2
″ = �̃�/�̃�, (56) 

𝜒3
″ = �̃�, (57) 

𝑣1
″ = 𝑣1 cos �̃�, (58) 

𝑣2
″ = −𝑣2/𝑙. (59) 

As in the chained form, the origins of the state of the sigma 

transformation space (𝜒1
″,𝜒2

″,𝜒3
″) and the configuration error 

space (�̃�,�̃�,�̃�) also coincide. The transformed system is described 
by: 

�̇�1
″ = 𝑣1

″, (60) 

�̇�2
″ = 𝑣1

″(𝑡𝑎𝑛 𝜒3
″ − 𝜒2

″)/𝜒1
″, (61) 

�̇�3
″ = 𝑣2

″. (62) 

The control law of the sigma-transformed discontinuous-based 
control is expressed in Theorem 2. 

Theorem 2: Consider the system in (60)–(62). Let the control 
law 𝑣1

″ and 𝑣2
″ be 

𝑣1
″ = −𝑘𝑣, 1𝜒1

″, (63) 

𝑣2
″ = 𝑘𝑣,2𝜒2

″ + 𝑘𝑣, 3𝜒3
″, (64) 

where 𝑘𝑣, 1, 𝑘𝑣, 2, and 𝑘𝑣, 3 are the control parameters that are 

chosen in such a way that the matrix of linearized system have 

negative eigen-values. Then the origin of (𝜒1
″,𝜒2

″,𝜒3
″) is asymptot-

ically stable. 
Proof: The substitution of (63)–(64) into (60)–(62) yields: 

�̇�1
″ = −𝑘𝑣, 1𝜒1

″, (65) 

�̇�2
″ = −𝑘𝑣, 1(𝑡𝑎𝑛 𝜒3

″ − 𝜒2
″), (66) 

�̇�3
″ = −𝑘𝑣,2𝜒2

″ − 𝑘𝑣, 3𝜒3
″. (67) 

By linearizing the system (66)–(67) around the origin, we obtain: 

[
�̇�2

″

�̇�3
″] = 𝐴 [

𝜒2
″

𝜒3
″], 𝐴 = [

𝑘𝑣, 1 −𝑘𝑣, 1

−𝑘𝑣, 2 −𝑘𝑣, 3
]. (68) 

From (65), it is obvious that 𝜒1
″ goes to zero as time goes to 

infinity. If 𝑘𝑣, 1 > 0, 𝑘𝑣, 2 and 𝑘𝑣, 3 are designed such that the 

matrix 𝐴 has all the eigenvalues with negative real part, 𝜒2
″, 𝜒3

″  

go to zero as time goes to infinity. Thus, the origin of (𝜒1
″, 𝜒2

″, 𝜒3
″) 

= (0, 0, 0) is asymptotically stable. 
  □ 
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4.3. Navigation-Variables-Based Control 

The navigation-variables-based control is classified as the 
discontinuous control. The coordinate of the forklift is to be trans-
formed to specific variables, called navigation variables, as the 
distance error (𝜌), the orientation error component associated 

with the direction to the goal point (𝛼), and the orientation error 

component associated with the direction of the goal frame (𝜑). 

Note that �̃� = 𝛼 + 𝜑. In Fig. 2, the navigation variables are ob-
tained as follows: 

𝜌 = √�̃�2 + �̃�2, (69) 

𝛼 = 𝑎𝑟𝑐𝑡𝑎𝑛 2 (�̃�, �̃�) − �̃�, (70) 

𝜑 = 𝜃𝑔 − 𝑎𝑟𝑐𝑡𝑎𝑛 2 (�̃�,  �̃�). (71) 

The origin of navigation variables (𝜌, 𝛼, 𝜑) = (0, 0, 0) coincide 

with the origin of the error (�̃�,�̃�,�̃�) = (0, 0, 0). Then, the kinematic 
equations in the introduced navigation variables become: 

�̇� = −𝑣1 𝑐𝑜𝑠 𝛼, (72) 

�̇� = (𝑣1/𝜌) 𝑠𝑖𝑛 𝛼 + (𝑣2/𝑙), (73) 

�̇� = −(𝑣1/𝜌) 𝑠𝑖𝑛 𝛼. (74) 

The control law statement is established in Theorem 3. 
Theorem 3: Consider the system (72)–(74). Let the control in-

puts 𝑣1 and 𝑣2 be designed as: 

𝑣1 = 𝑘𝑣,1𝜌 𝑐𝑜𝑠 𝛼, (75) 

𝑣2 = 𝑡𝑎𝑛−1( − 𝑙(𝑘𝑣,2𝛼 − 𝑘𝑣,2(𝜑 + 𝛼)
𝑐𝑜𝑠 𝛼 𝑠𝑖𝑛 𝛼)

𝛼
). (76) 

where 𝑘𝑣,1 and 𝑘𝑣,2 are the positive gain constants. Then, the 

origin of navigation variables (𝜌, 𝛼, 𝜑) = (0, 0, 0) is asymptotically 
stable. 

Proof: Substituting (75)–(76) into (72)–( 74) yields: 

�̇� = −𝑘𝑣,1𝜌 𝑐𝑜𝑠2 𝛼, (77) 

�̇� = −𝑘𝑣,2𝛼 − 𝑘𝑣,1(𝜑/𝛼) 𝑐𝑜𝑠 𝛼 𝑠𝑖𝑛 𝛼, (78) 

�̇� = −𝑘𝑣,1 𝑐𝑜𝑠 𝛼 𝑠𝑖𝑛 𝛼. (79) 

Let a Lyapunov function 𝑉𝑛 be chosen as: 

𝑉𝑛 = (1/2)(𝜌2 + 𝛼2 + 𝜑2).  (80) 

Using (77)–(79), the time-derivative of V in (80) becomes: 

�̇�𝑛 = −𝑘𝑣,1𝜌
2 𝑐𝑜𝑠2 𝛼 − 𝑘𝑣,2𝛼

2 ≤ 0. (81) 

By Barbalat’s Lemma, �̇�𝑛 → 0 as t → ∞. This implies that the 

state 𝜌,𝛼 → 0 as t → ∞. Let the set 𝑆nav = {(𝜌, 𝛼, 𝜑): �̇� (𝜌, 𝛼, 

𝜑)= 0}. It can be seen from (78) that  𝛼(𝑡) ≡  0 implies �̇�(𝑡) ≡
 0 and leads to 𝜙(𝑡) ≡  0. Thus, there is no solution that can 

stay identically in 𝑆nav, except the solutions 𝜌, 𝛼, 𝜑 = 0. Based on 

the LaSalle’s Theorem, the origin (𝜌, 𝛼, 𝜑) = (0, 0, 0) is the larg-

est invariant set and, thus, the origin is asymptotically stable.  □ 

5. SIMULATION RESULTS AND DISCUSSIONS 

Here, the trajectories calculated by the three control laws, that 
is, time varying control, sigma-transformed discontinuous control, 
and navigation-variables-based control, for a forklift driven from an 

initial configuration (−3, 3, 0) to a goal configuration (0, 0, 0) are 
evaluated. The configuration of the vehicle is represented by (x, y, 
θ) (where the unit of x and y is meter and that of θ is radian). It is 
assumed that the linear velocity and the steering angle can follow 
their control commands. Small disturbances that are assumed to 
be the imperfect tracking control in the dynamic model and the 
slippage in high-speed movement are included in the simulation. 

The motion of the forklift using the time-varying-based control 
law (47)–(48) is shown in Fig. 3 and its trajectories (x, y, θ) are in 

Fig. 4. The gains are set to 𝑘𝑣, 1 = 3 s−1 and 𝑘𝑣, 2 = 1 s−1. The 

driving velocity 𝑣d and steering angle 𝛿𝑑 are shown in Fig. 5. It is 
shown in Figs. 3–5 that the time-varying control produces oscillat-
ing movements. The convergence rate of the configuration from 
the initial to the goal is very slow. In this simulation, the goal con-
figuration was reached in 20 s. 
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gî

θ

 
Fig. 2. The navigation variables (𝜌, 𝛼, 𝜑) 

 
The motion of the forklift using the discontinuous control law 

(62)–(63) with the gains 𝑘𝑣, 1 = 1 s−1 and 𝑘𝑣, 2 = −4 s−1, 𝑘𝑣, 3 = 3 

(the eigenvalues are all set to −1) that moves to the goal configu-
ration is shown in Fig. 6. The configuration motion is depicted in 
Fig. 7. The driving velocity vd and steering angle δd are depicted in 
Fig. 8. It is observed that the sigma-transformed discontinuous 
control produces a natural and no oscillations motion. The con-
vergence rate of the configuration from the initial to the goal is 
also faster than that of the time-varying control law. 

In the sigma-transformed discontinuous control, the control 
signals are discontinues for all points along x = 0. Therefore, the 
forklift is restricted to achieve the line x = 0 since the control sig-
nals are not defined at that line. However, the forklift may ap-
proach the goal point (x, y) = (0, 0). The problem in the implemen-
tation of discontinuous control, the uncertainties from the sensors 
or actuators may lead the forklift to the situation where any point 
along x = 0 is achieved by the forklift. Then, at this point, the 
control signals may not be determined since the sigma transfor-
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mation of (56) is not defined. Moreover, the control signals may be 
blown up when the vehicle achieve the points where x is very 

close to zero. This can be seen from the transformation of 𝜒2
″ in 

(56) the control law 𝑣2
″ in (64). 

The trajectories of the system calculated using the navigation-
variables-based control (74)–(75) are investigated. The gains are 

set to 𝑘𝑣,1 = 1 s−1 and 𝑘𝑣,2= 5 s−1. The motion of the forklift, the 

configuration, and the control inputs (driving velocity vd and steer-

ing angle 𝛿𝑑) are depicted in Figs. 9–11, respectively. As in the 
sigma-transformed discontinuous control law, the trajectories 
generated by the navigation-variables-based control renders 
a natural and no oscillation motion. The goal configuration was 
achieved in 6 s. 

The difference between the discontinuous control and the nav-
igation-based control lies on the discontinuous points. The discon-
tinuous points of the sigma-transformed discontinuous control are 
on all points along x = 0, whereas the discontinuous point of the 
navigation-variables-based control is on one point that is ρ = 0. In 
the navigation-variables-based control, the forklift may asymptoti-

cally converge to the goal point ρ = 0, and accordingly (�̃�, �̃�)  = (0, 

0). The gains of 𝑘𝑣,1 and 𝑘𝑣,2  can be adjusted so that the forklift 

approaching forward, or in other words, the angles α and ϕ have 

already been zero. A switch control at the linear velocity v = 0 can 
be applied at ρ = 0, so that the forklift has arrived at the desired 
configuration and the movement is already completed. 
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Fig. 3. Motion of the forklift using time-varying control law (48)–(49) 
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Fig. 4. Configuration motions (𝑥, 𝑦, 𝜃) using time-varying  

            control law (48)–(49) 
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Fig. 5. Linear velocity 𝑣 and steering angle 𝛿 through time-varying  

            control law (48)–(49) 
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Fig. 6. Motion of the forklift using sigma transformed discontinuous  
            control law (63)–(64) 
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Fig. 7. Configuration motions (𝑥, 𝑦, 𝜃) using sigma transformed  

            discontinuous control law (63)–(64) 
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Fig. 8. Linear velocity 𝑣 and steering angle 𝛿 through sigma transformed     

            discontinuous control law (63)–(64) 
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Fig. 9. Motion of the forklift using the navigation-variable-based control  
           law (75)–(76) 
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Fig. 10. The trajectories of (x, y, θ) using the navigation-variable-based  
             control law (75)–(76) 
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Fig. 11. Linear velocity v and steering angle δ through  
             navigation-variable-based control law (75)–(76) 

One problem may occurs when the forklift uses the naviga-
tion-variables-based control and starts from the initial point ρ = 0 

or (�̃�, �̃�) = (0, 0) but the orientation error �̃� ≠ 0. At this point, the 
navigation-variables-based control is not defined since (73) and 
(74) are no longer held. To cope with the problem, a check point 

where ρ ≠ 0 should firstly be appointed, and the forklift shall be 
driven away from ρ = 0. Then, the initial position changes to the 

check point where ρ ≠ 0.  

Tab. 1. Comparison of stabilization control of the chained-form,  
            sigma-transformed, and the navigation-based controls 

Category 

Control algorithms 

Chained form 
time-varying 

control  
(48)–(49) 

Sigma-
transformed 

discontinuous 
control (63)–(64) 

Navigation-
variables-based 
discontinuous 

control (75)–(76) 

Motion Oscillation No Oscillation No Oscillation 

Convergence Slow Fast Fast 

Control 
signals 

Oscillation Oscillation No Oscillation 

Discontinuity 
No Disconti-

nuity 
Discontinue at 

x = 0 

Discontinue  
at (x, y) = (0, 0) 

or ρ = 0. 

Moreover, unlike with the sigma-transformed discontinuous 
control in which the control signals can blow up when the states of 
the forklift are close to the discontinuous point, the navigation-
variables-based control is bounded. This boundedness of the 
control signals is due to the function of 𝑡𝑎𝑛−1  in (76), which 

makes the control signal 𝑣2 bounded, 𝑣2(𝜌, 𝜑, 𝛼) ∈
(−𝜋/2, 𝜋/2) for any argument of 𝜌 ∈ [0,∞), 𝜑, 𝛼 ∈ [−𝜋, 𝜋). 

The comparison results of the three control methods that are 
the chained form time varying, the sigma transformed discontinu-
ous control, and the navigation-variables-based discontinuous 
controls are summarized in Tab. 1.  

6. CONCLUSION 

In this paper, the equations of motion of a forklift consisting 
of kinematic and dynamic equations were derived. The control 
design of a forklift vehicle was divided into two stages: The kine-
matic-based control generated the desired linear velocity and 
steering angle, then the PD control algorithm was used to track 
the control commands. Three configuration control algorithms that 
are time-varying, sigma-transformed discontinuous, and naviga-
tion-variables-based controls for the forklift were investigated by 
assuming that the control commands can be tracked perfectly. 
The time-varying control provided the global asymptotical conver-
gence from an initial to a goal configuration, however, the vehicle 
exhibited oscillation motion and the convergence rate was ex-
tremely slow. On the other hand, the sigma-transformed discon-
tinuous control and navigation-variables-based control provided a 
fast and smooth motion. The sigma-transformed discontinuous 
control had discontinuity at all points along x = 0. Using this meth-
od, the control signals can blow up if the vehicle reaches or is 
close to x = 0. The navigation-variables-based control used navi-
gation variables were not defined at the goal point ρ = 0. Howev-
er, the control signals do not blow up because of the use of the 
function tan−1. Problems of discontinuity of the navigation-
variable-based control at the goal point can be solved by driving 

the forklift to a check point where  ρ ≠ 0, away from the goal 
point, and after the forklift achieves that point, the navigation-
variable-based control can be implemented and the convergence 
of the configuration of the forklift is assured. 

This conclusion expects that engineers who apply a stabiliza-
tion control algorithm on a forklift vehicle should consider whether 
the motion resulted from the stabilization controls is suitable with 
an application, for instance parking of a car, docking of a forklift, 
or others. They should be aware of the calculated control signal, 
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especially in the discontinuous control, whether the control signals 
may be blown up if the feedback signals come close to the discon-
tinuous point of the controller or not. They should also notice a 
condition where the designed controller cannot stabilize the con-
cerned vehicle, and a solution that can handle the problem. 
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