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Abstract

The paper concerns models with time dependencascdn be used in modelling dynamic reliability and
complex maintenance processes. Emphasis is put aoels that have been elaborated with authors
participation. The following models are presenfadit trees with time dependencies, probabilistigltf trees

with time dependencies, reliability enhanced afstidiagrams. The above models are illustrated layrptes.
Both types of fault trees are used in modellingtthee coordination of distance protections in higitage
transmission line. Then reliability enhanced atfiviliagrams that express the maintenance process of
computer system with redundant components. Compsmea submitted to failures and repairs.

1. Introduction with time dependencies [2] were explored to edge th
formalism’'s way through a particular aspects of
?}Iependability modelling. Factors that increased
%{pplicability of fault trees were the following pap:

[5], where dynamic fault trees have been introduced
and [4], where repair boxes have been defined.
However, descriptive power of the dynamic fault
trees, repair fault trees, when such time depeneenc
like a sequence of time consuming activities oretim
redundancy have to be expressed is strictly limited
Therefore, probabilistic fault trees with time
dependencies (PFTTDs) have been introduced in
, paper [2]. They are a probabilistic counterpart to
fault trees with time dependencies (FTTDs) [8],][16
[17], which are based on a non-deterministic model
without any probabilistic measures. In order to
Sompare the temporal fault trees of paper [21] with
' FTTDs, let us cite the following fragment from [21]
e wanted to retain the essentially qualitative
S flavour of the fault tree notation and not add too
many complex quantitative facilities to it (see Ref
29, 30]) although many of them have obvious
advantages.’” Reference [29] in the above fragment
corresponds to our paper [16] on FTTD from
References in present paper.

The most famous and widely used approaches i
assessment and management of safety and reliabili
are event trees and fault trees. In the coursdef t
last fifty years, various extensions have been
proposed to overcome their inherent limitations.
Although event trees are scenario oriented, they ar
not sufficient when dynamic reliability analysis is
performed. It is the case in probabilistic safety
analysis of nuclear power plants or in cooperatibn
electric power system protections, which both
involve dynamic reliability schemes. For a
comprehensive  overview of event trees
augmentations  towards  dynamic  reliability
assessment [23] may be referred to. In that pdper,
following extensions are discussed: event sequenc
diagrams, extended fault trees, GO-FLOW
continuous event trees, dynamical logical analitic
methodology (DYLAM), dynamic event tree analysi
method (DETAM), discrete event simulation.

Fault trees [7], on the other hand, are structur
oriented. Various language extensions, such a
dynamic fault trees [5], repair fault trees [4],
temporal fault trees [21] or probabilistic fauleés
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In the RELEX tool [26], dynamic gates are convertedfourteens. Interrestingly, UML Activity Diagrams32.
into Markov models. In [4], elements of Dynamic are partially based on Petri nets [9].

Fault Trees (DFT) and repair boxes are translated i Hence an idea presented in paper [13] to combine
such a subclass of colored Petri nets that is ccallethe UML Activity Diagrams (ADs) [20], a highly
stochastic well formed nets. The last ones arairim t expressive and practically appreciated languagiy, wi
converted into Markov models. In paper [19], probabilistic fault trees with time dependencie [2
translation from dynamic fault trees into BayesianReliability-Enhanced Activity Diagrams (READS)
networks has been presented. The aforementiongld3] is a consequence of the effort. As a resultjde
formal tools: Markov models, Petri nets, Bayesianrange of behaviors such as: failures, repairsinggst
networks are not popular among engineers. Ofterpreventive and corrective maintenance, resource
Monte Carlo simulation is executed in order to find allocations, time-consuming activities, time
reliability characteristics. redundancy, data-dependent decisions, as well as
A major challenge when solving problems expressedequential and parallel activities with synchroticza

by fault trees is computational complexity causgd b may be expressed in dependability models. Moreover,
exponential explosion. A possible way to tackle thea profile for UML models built in IBM Rational
problem is algebraic approach [18]. The other is anSoftware Architect 8 [24] has been provided. While
approximation as Erlang distribution approximation building our profile, we incorporate the Modelingda

for PFTTD [3]. Analysis of Real-Time and Embedded Systems Profile
Up to now, process modeling in fault trees was[25] to specify a timing model.

confined to simple cases, e.g. repairs are repexben In paper [12], a halfway model from PFTTD to
in Repair Fault Trees [4]. Maintenance processes arREAD, which has been called fault graphs with time
much more complicated. They contain not only dependencies, has been demonstrated.

repairs but also such activities as: testing, préwe  In this paper emphasis is put on sample three raodel
maintenance, corrective maintenance, which arghe authors collaborated on. In Section 2, distance
important factors in maintenance optimization. Henc protection schema of high voltage transmission line
many decisions in complex maintenance process ars outlined. In Sections 3, 4 dynamic reliability
data-dependent. models of FTTD and PFTTD respectively for time
Notably, Petri nets can be applied in dynamiccoordination of the distance protections are
reliability analysis of nuclear power plants [1¥jda presented. Then, both approaches are compared. In
electric power systems [10]. Petri nets are used irsection 6, READ model that expresses the
maintenance optimization of tramway system with maintenance process of computer system with
time redundancy [14]. In all the above cases a timgedundant components is outlined. Components are
dependency is crucial factor to consider. Althoughsubject to failures and repairs. The above
once again Petri nets have proven their greapresentations are based on papers [15], [2], [13].
expressive power, they were rejected by surveyedrinally, there are conclusions.

domain experts on the grounds that they are largely

obscure. 2. Distance protection schema

Our goal is to build a language not only capable of

expressing scenarios and structures, but also eagin : :
- : : key aim for the protection of power systems. Totmee
friendly. The main challenge in the search for - ) . .

- - : . . this requirement, high-speed protection systems for
prominent extensions IS to increase expressive povVe[ransm?ssion and gdistFr)ibutioFr)1 lines a?/e under
of a language or languages in such a skillful manne ; .

continuous development. One of the most attractive

that its or their intuition to engineers is leftdnot. tect h is dist tecti 1slt i
In paper [22], original twenty control flow-pattarn protection schemes 1S distance protection [1]s !
comparatively simple to apply and can be fast in

plus identified twenty three new patterns relevant eration for faults located alona most of the
control-flow perspective have been presented andperat r Taults | 9
protected circuit. Distance protection can also

formally expressed in Colored Petri nets. An : : .
evaluation obtained from detailed analysis of theprowde both primary and remote back-up protection
functions in a single schemEigure 1).

control-flow patterns across fourteen commercial _. . - . .
Since the impedance of a transmission line is

offerings including workflow systems, business tional to its lenath. it is leaitimate t
process modeling languages and business proce8§0por lonal to 1iS length, 1t1s legiimate 1o use
gprotectlon relay capable of measuring the

execution languages has been given. Maintenancmpedance of a line up to a fault point. Such a
system is an example of workflow system. Accordin . . . '
y P Y gprotectlon relay is designed to operate only fortfa

to the evaluation UML Activity Diagrams 2.0 with . .
BPMN and XPDL are in top three products of these2ccUMNy between the.fe'?y _Ioce_xtlon and the Sedh?t
reach point, so that discrimination of faults odesi

the protected local section is possible. The appare

Fast and selective tripping of a faulty elementis
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impedance of the fault loop determined from voltage100% of the protected line plus 50% of the shortest

A delay time T
TR2 TL2
TRl ‘ ‘ TLl ‘
- remote Zone 3 >
- remote Zone 2 -
local Zone 2
<—remote Zone 1> E |
CB CT local Zone 1 > ‘
N 80% | 50%  80% 20%
), ‘ remote section @ ‘ local section 50%
CVTY 100%

remote back-up
protection relay

local (primary)

3 (of local section)
protection relay

Figure 1 Protection schema of simple transmission netjtisk

and current measured at the relay location isadjacent line (50% of the local section for remote
compared with the reach point impedance. If theZone 2 inFigure 1). Zone 2 tripping must be time-
calculated impedance is less than the reach pointdelayed to ensure grading with the primary relaying
impedance, it is assumed that a fault exists iditlee  applied to adjacent circuits (local Zone 1).

between the relay and the reach point. Remote back-up protection for all faults on adjacen
Distance protection relay performance is defined inlines is provided by the second and third zone
terms of reach accuracy and operating time. Reacprotections which are time-delayed to discriminate
accuracy is a comparison of the actual ohmic reachvith Zone 2 protection plus CB tripping time foreth
of the relay under practical conditions with thiaye adjacent line. Zone 3 reach should be set to at lea
setting value in ohms. Operating times can varjawit 1.2 times the impedance presented to the locay rela
fault current, with fault position relative to thelay  for a fault at the remote end of the adjacent secti
setting, and with the point on the voltage wave atThese three zones are used in order to roughly
which the fault occurs. Measuring transient errors,recognize fault location. Finding the zone wherdtfa
e.g. produced by Capacitive Voltage Transformershas occurred is based on measurements of impedance
(CVTs) and saturation of Current Transformersof transmission line from the place of protection
(CTs), can also adversely delay a relay operaton f mounting to the fault location.

faults close to the reach point. Proper co-ordination of the distance relay settings
Careful selection of the reach settings and timlayde with those of other relays is required. Independent
settings for various zones enables correcttimers are available for the three zones to erhise
coordination between distance relays on a poweln analysis performed in the paper, distance relay
system. Basic distance protection comprisesformat is a full distance scheme, i.e., each zane i
instantaneous directional Zone 1 protection and ong@rovided with independent set of impedance and
or more time delayed zones. Typical reach and timdime measuring elements for each impedance loop.
settings for a 3-zone distance protection are shown If the Remote Protection (RP) recognizes a fault in
Figure 1 Distance relays usually have a reach settingZones i, wherei0{1,23}, then after time delayg;

covering up to 80% of the protected line for the RP sends signal to the remote CB in order to
instantaneous Zone 1 protection (remote and locahpen it. Graded times of the tripping delays for
Zones 1 inFigure ). The resulting 20% margin particular zones are used@r(<Tr<Tgs), i.€., the
ensures that there is no risk of the Zone 1 pratect greater the zone number, the greater the time delay
over-reaching the protected line i.e. accidentalFor Zone 1, time delay of start of the CB trippisg
triggering when an adjacent section is short-ysyally equal to zero. Three local zones are denote
circuited. The overreaching can be due to errors inhy zong i, wherei{123} . The following relation

the current and voltage transformers, inaccurdaies P ;
L ) o for tripping delays of these zon@3:<T,<T 3 is also
line impedance data provided for setting purposes, pping delay SRu<TiTis

_Ia_nd errors ?cf Irlelay Sett'??ﬁ a?d mfﬁsur‘?me”tls- hFor Zone 1, instantaneous tripping is normal. The
0 ensure 1ull cover of tn€ lin€, the minimal reach 7,,6 5 glement has to grade with the relays

setting of the Zone 2 protection should be set toprotecting the adjacent line (local section in

120% of protected line impedance. However, ther. :
! . ’ igure ) since the Zone 2 element covers part of
maximal reach setting should not extend beyondFg g P
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this line. If this line has distance protection lxxh power system by equivalent source impedances and
the time delay required is that to cover the totalloads. Fault cases are represented by their loatio
clearance time of the downstream relays, i.e. timdypes and resistances. For each protection there ar
between the fault inception and the fault clearing. its protection zones that cover different partshef
addition a suitable safety margin is added. A tgtpic line. For each zone, its impedance characteriaties
time delay is 350 ms [1], and the normal range isgiven. Circuit breakers are described by their
200-500 ms. Considerations for the Zone 3 elemeninterrupting times.

are the same as for the Zone 2 element, except that Output data:

the downstream fault clearance time is that for theTime delay settings for each zone of each distance
Zone 2 element of a distance relay. Assumingprotection.

distance relays are used, a typical time is 80(1ins

Examples of impedance characteristics for Zong 1, 23. Time coordination of distance protections

3 are given irFigure 2 A using fault trees with time dependencies
Im(Z F)
____2,2*90km*0,315Q/km This section is based on paper [15].
Fault Tree with Time Dependencies (FTTD) analysis
Zone 3 starts with identifying hazards (dangerous situejo

For each hazard, a FTTD is created.
kR Let us make the following assumption regarding the

transmission line
Zone 2 characteristic fault occurrence.
B S
0,8"90km*0,315Q/km = ...l te Assumption 1Should the fault occur in the analysis
}b interval, it is permanent and no other fault may
Zone | || T } happen.
a
85° . . e . .
e 4 According to requirements specification, if theseai

fault in the local section (LS), and additionallyet
local protection (LP) and the local circuit breaker
(CB) are efficient, then only the LS should be
disconnected. The analyzeubzard is event E1:
remote CB tripping provided the local CB can be
opened Hence, the hazard occurs when a greater
than required part of power network is isolatede Th
FTTD for this hazard and fault located by relays in
subsectiora is illustrated inFigure 3.
as a These times are denoted Bis where Duration time of an event is length of time inte}rya
XO(LR. L for the LP,R for the Igelg)\qgn is for  Detween the start and the end of the event. Minimal
R N ! and maximal duration times of an event are
entrance 'tmjes toex for exit time from impedance expressed by the pair <min, max> which is close to
characteristics of the Zone where YU{123}  right upper corner of the rectangle that represtiss
under assumption: the fault is located by relay inevent. If the duration of an event is not knowmtite
subsectiora. CB tripping lasts the tim&y;. Each of can be assumed that the minimal duration time is
these times is characterized by minimal andequal to 0, while the maximal one is infinity. g
maximal, respectively, valu€B,, andTma €.0.Tor  case the notation <G> is used. An example of the

Figure 2 Impedance characteristic of the relays [15].

In the analysis performed in the paper, the foltayvi
parameters were taken into account: entrance time t
and exit time from impedance characteristics of
appropriate zones for local protection (LP) and
remote protection (RP) under assumption: the fault
located by relays in subsection depicted-igure 1

mins T off max. event with such duration time is E15Hkigure 3. If
Problem to be solved is as follows. duration time of the event is given by <0,0>, it
means that the event is immediate one with zero
Problem 1 duration time. Minimal and maximal, respectively,
Input data: duration times of event E9 are minimal and maximal

Power transmission line with distance protectionvalues of CB tripping time.
schema is analyzed. The transmission line is
represented by its characteristic impedance and the
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Gates used in FTTD are of two classes: causal andre causal XOR. In order to illustrate delay tites,

E1: Remote CB tripping provided the local CB can be opened and
the fault is located by the relays in subsection a (HAZARD)

<0,00 > <0,0>
E2: HAZARD due to improper value " E3: HAZARD due to improper value
of Tgr, of remote protection of Tgs of remote protection
<0,0> <0,0>
<0,0> <0,0>
E4: Exit from the impedance E5: Exit from the impedance
characteristic for Zoneg 2 characteristic for Zoneg 3
< TR({\Q\U min>» < Tku,\‘fw\u min>
7}“’-"2\“’”“\’ . TRu\‘}\umu.\' >
L
< 0,00 >
| E6: Electrical separation of the local CB contacts
< 7—;1 min* 7:) max >
<0,0> <0,0> g 4 @ T T N
E7: Delay time for the E8: Delay time for the { off min>Loff max
Zoneg 2 has elapsed Zonegr 3 has elapsed E9: Local CB tripping

<T:, T >
<Tp2>Tiy > <Tps3Tr3 > <0,0 > L3>7L3
T2, Tpn >
<0.0> <0, > \ <0.0> <0.0> <0.0>

E10: Impedance in E11: Impedance in E12: Impedance in E13: Impedance in E14: Impedance in
char. for ZonleR 2 char. for Zoneg 3 char. for Zone_ 1 char. for Zone, 2 char. for Zone, 3
< TI(mZ\uuun’ < TRm,’n\amm* < Tl.ml\umnﬂ < T[.unl\unun’ < TI.U/B(/HHIN
T]gu,,z‘u,,,m.> TRunB\umu,\‘> TLunl\umu,\‘ > “ T].unZ\umu,\‘ > T].en?w\umm‘ >

|

|

] <0,0>

E15: Fault is located by the relays in subsection a
(0-50)%

Figure 3 FTTD for hazard: remote CB tripping provided tbeal CB can be opened and the fault is located by
relays in subsectioa [15].

generalization. Causal gates are denoted by symbals consider events E15, E12 and causal XOR gate
‘C’, while generalization gates by symbol ‘G’. The 12. Delay between start of the fault (E15) andt star
generalization gate behaves as ideal logical ¢ircuievent (E12 - "the fault loop impedance measured by
gate with zero propagation times. For output eventgshe LP is located inside the characteristic set for
of generalization gates there are no duration timeZone 1") is expressed by minimal and maximal
parameters. Duration times of these events depend ovalues of T eqp, Which are time parameters of the
duration times of input events. For causal gatesgate.

output event (effect) is delayed with respect fouin  Among causal gates, there are ones with and without
event or input events (causes). The delays areause-effect overlapping. Gates without cause-effec
expressed by their minimal and maximal valuesoverlapping are denoted by symlolGates 2 and 3
represented by the pair <min, max>, which is closeare without cause-effect overlapping, while the
to symbol of the gate. For output events of causabthers are with cause-effect overlapping.

gates the duration times are assigned. Let us consider events E15, E12, and gate 12 which
Gates are numbered in the following way: number ofis causal XOR with cause-effect overlapping.

gate is equal to the number of its output eventeGa The graphical representation of the causal XOR gate
is generalization OR. Gates 2 and 3 are causalith cause-effect overlapping with two input ancton
priority AND. Gate 9 is a causal OR. The other gate output events is given iRigure 4.
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S S S S
<a:\c’ﬂ:\c > a) B d1§B xe
z the time interval

S 59 S oS when the event z can be started
<ag,Ba > <2, Paz2 >
S S S S 1(28)
< Q'f\-wﬂ;—e > < a_l'(" ve > |
‘ S
‘ B
Figure 4 The causal XOR gate with cause-effect 0 2 ti '

: C a '3 ™ ime
overlapping and its events [15]. 7(xs) e Zsz(xe)
Meaning of time parameters given kigure 4is as b) Bsdeﬁsge _ 1(z8)
follows: oy S
oS B — represent, respectively, minimal and f !\ Bxe > 8%
maximal delay time between start of event x (cause) ﬁ—r‘——*
and start of the event z (effect); effect musttsthr 0 Azs x§ Bes time
not earlier thar>; and not later thag>;, counted (xs) A
from start of the event x, c) a’ e ,BSxe
s s . -
a a2 Ba2 — represent, respectively, minimal and %) A(xe)
maximal delay time between start of event y (cause) T£XS) y
and start of the event z (effect), - S >
o>e B - minimal and maximal duration time of the 0 B xe, O d1 ,Bsd1 time
eventx, >
oyer f}e - Minimal and maximal duration time of the Figure 5 The time relations between the everind
eventy. the start of the evert for causal XOR gate with

Formal definition of causal XOR gate with cause- cayse-effect overlapping [15].
effect overlapping is given by formula (1).

Values Tiemjamin Tierjamax represent minimal and
occur(z)= maximal delay times between time instant E15 starts
: S and time instant E12 starts. Maximal duration tihe
occur(x)Oduration(® = ) .
( %) 3 %d1 event E15 is equal t®. Therefore, in order to cause

Dr(xs)+oc§1£r(zs)sf(xs)+ﬂ§1 E12, according to expression (1), the following

conditions have to be satisfied:
O1(zs)< z(xe)) (1) Tieramin < duration(E15)  and 7(E12s) < 7(El5e).
O (occur(y)d duration()bZaCSIZ Hence, the fault (E15) has to last at le&g g, min »
s S and it has to end not earlier than instant when the
Oz(ys)+ oy, < 2(zS)= 2(ys)* B35 impedance seen by the LP is in the characteristic s
for Zone 1 (E12), i.e. events E12 and E15 are
0 <
wzs)=tlye)) overlapped.
where: ﬁgﬁj%r_dmg to expression (1), the following relation
'TSS) — time instant in which event was started, (E158)+ Tiema mirS 2(EL2) < o(EL5)+ Toorgama
! _{x,y,_z}, . . . . Let us analyze events E9, E12, and gate 9. In this
'r(le) - time instant in which event was ended, case, the overlapping condition(E9S)<d(E12) is
it{xy,3, _ _ _ . satisfied becauséE9s)=r(E12) (delay time for gate
occur() is the logical formula with meaning: event g g 0) and(E1X) < {(E1%).
has occurred[}{x.y,3, The gate 2 is a causal priority AND without the
duration) is length of time interval when evert  gyerlapping.
has occurred, analogically: duratign( Formal definition of causal priority AND gate
[ - logical symbol “exclusive disjunction” (everts  without cause-effect overlapping is given by foranul
andy cannot both occur). 2).

The time relations between the event(one of

causes) and the evert (effect) are shown in  occur(z)=
Figure 5 The symbol 7(z9 with the edge <
illustrates the time interval in which the eventan
be started. Or(ys)+a; <t (zs)<1(ys)+ B

occur(x) Doccur y) Or(xs)< r(ys) (2)
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where: does not occur (in this case the remote CB shoald b
a$, B represent the minimal and maximal time opened).

delays between the start time instant of the latel-€t US Suppose that the RP had observed that the
cause y and the effert local CB is opened (event E4) before time délay

In this gate, event is at the priority input, i.e. must Nas passed, i.g(E4s)<:(E7s), so the RP will not trip

start prior to the event at the second inpui. Thethe remote CB. Hence, event E2 does not occur (the

examples, when evertt can occur are given in nazard does not occur).
Figure 6. a, b, dand the example when event The E1 event occurs if at least one of events E2 or

cannot occur is given iRigure. 6. c. E3 has occurred. Hence, the hazard occurs, st le

For this gate there is no cause-effect overlappiag, ©ON€ rémote protection time delay for Zone 2 or

neither 1(zs)<r(ye) nor r(zs)<r(xe) is ZOne 3 hasbeen setincorrectly.
required (zs)<7(ye) (zs)<7(xe) Let us consider the sub-tree with event E2 as & roo

In this sub-tree, left sub-tree with event E7 asat

a) 7(zS) concerns the RP, while right sub-tree with event E4
| as a root concerns the LP. In sub-tree with evént E
as a root, left sub-tree with event E8 as a root
concerns the RP, while right sub-tree with event E5

0 T o Ozs v ) time as a root concerns the LP.
. (x5) ys) o axe)wye) If a fault is located by the LP and the RP in
an = subsectiora of the LS, then impedance seen by the
I Bq > RP can be inside operating characteristics of £@ne
. ; or Zong 3. Therefore, tripping of the remote CB can
0 - ~zs A~ ,st 7N tim>e be started after time delayk,, Trs, respectively,
7xs) wys) dxe) nye) relative to entry instant of impedance into
c) 1;}_@ characteristics of Zore2, Zong 3. These times are
; given by real numbers, and are represented by delay
| w —p times of causal XOR gates with numbers 7 and 8 (see
0 Ays)dxs) time expression (1)). Equality of minimal and maximal
d) S 7(zs) time delays for each input is a specific case of
N - N BSd M general definition of causal XOR gate. TiMg is
— the time from start instant of event E10 till start
— e : ' —p instant of event E7. The event E7 lasts 0 ms, B0 ¢
O e oo Pr WMo laionger
7(XS) If the fault located by relay in subsectiarof the LS

Figure & Time relations between the events for pccurred at time instant and it stil lasts then

C . impedance seen by the RP enters into characteristic
causal priority AND gate without cause-effect ) : :
N of Zong 2 at instant7z +Tgep, - TIME Trep, IS the
overlapping: a), b) events occurred together, _ _ _
c) events occurred in incorrect order, d) eventsdelay time of causal XOR gate 10. Timg,g,is the
occurred in disjoint time intervals [15]. delay time of causal XOR gate 11.
A trajectory of the impedance seen by the RP exits
For gate 2, if event E2 has occurred then event Efrom characteristics of Zope after timeTggy, in

had occurred not later than event E4. According tOrgjation to the instant of electrical separation of
the definition of the causal priority AND gate

) . -~ contacts in the local CB. This is time delay betwee
without cause-effect overlapping (see expressiorgia i instant of event E6 and start instant of efeh

(2)), if the event E2 has occurred, then the sifrt  gyent E4 |asts zero time while E6 lasts infinitadi
event E7 had occurred not later than the starvefte CB tripping lasts the timd&.; (Figure 3. Hence
E4, i.e. 7(E79<t(E4s). In this case, the RP trips delay time of gate 6, i.e. time between start imstd

remote CB and this is prior to fault clearance event E9 and start instant of event E6, is equiihio
symptoms impacted by LP. Hence, the RP relay haTEvent E9 lasts tim& .

reacted too early and caused occurrence of thehazayt ihe fault is located by relays in subsectmof the
event E2. Delay time of gate 2 is equal to O, sinceé | g then impedance seen by the LP can be inside
this case the hazard starts immediately after 4 haoperating characteristics of Zork, Zong 2 or
started. In order to avoid the hazard, the follgvin Zone 3. Hence, local CB tripping can be started
condition:z(E4s)<(E7s) has to be satisfied. immediately, after timd ., or T.s, respectively, with

If the local CB is not opened by the LP (e.g. IOCB | o5pect to entry instant of impedance seen by e L
failed), then event E4 does not occur, and therddaza
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into characteristic for Zonel, Zong 2 or Zong 3. Minimal and maximal values of variables that occur
Three times, namely, 0;,, or T 3 are time delays of in the formulae obtained in point 3. can be found
causal OR gate no. 9. They are equal to lengths of by experiments with real power system or from
time intervals between start instants of input éven  computer simulation of the system using e.g.
E12, E13, E14 of this gate and start instant opatut EMTP [6].

event E9. In paper [15], maximal values of variables thatuscc
A formal definition of a causal OR similar to the in the formulae from point 3. have been evaluated i
definition of causal XOR with cause-effect two ways using EMTP. First, the greatest 0.5%
overlapping is given by formula (1), except that values of entry and exit times of trajectories into
symbol O is replaced byL . from impedance characteristics have been omitted.
On a causal OR gate additional requirements can b&hen the greatest 0.1% values of the times have bee
imposed. For example, for gate 9 it is required tha neglected.

output event E9 starts at instant when the earliest

time delays: OT,,, or T s, respectively, for Zonel, 4. Time coordination of distance protections

Zone 2 or Zone 3 elapsed: using probabilistic fault trees with time
7 (E9) = min{r(E1%),7(E1¥) +T,,,7(E14) +T 3}  dependencies

where 7(Eis) for i0){9,12,1314} is start instant of Assumption 2Hazard probability due to improper
event k. _ _ o value of time delay TRj of j-th zone of remote
Entry times of impedance into characteristics forprotection wherej 0{2,3}, should be below 0.005
zones Zongel, Zong 2 and Zong3 are timesT, ¢y, , (0.5%) level :

Tienga» @Nd T gnga - These times are time delays of

gates 12, 13, and 14. Probabilistic fault tree with time dependencies
In [15], formal analysis of the FTTD has been given (PFTTD) for the time coordination is of similar
Now we give only an intuitive derivation of a shape as this frorigure 3 Delay times for gates

formula. are expressed by random variables.
In order to avoid the hazard E2, event E4 hasaid st Let R(X) be a realization of random variable X,
before event E7, i.e.z(E4s)<z(E7s). Moreover, je,, a value generated according to the distritmutif

minimal value of 7(E7s) has to be greater than the X.

maximal value ot(E4s). Minimal delay between the caysal XOR gate is described as follows:
start of event E15 and the start of event E7 isktu

Tro * Trergamin » S€€ Path between events E15 and E7occur(z):>

in Figure 3 Maximal delay between the start of - +
event E15 and the start of event E4, provided (occur(x) D7 (zs) =7 (xs) + R(d1))
7(E9s) =1( E12s) is equal to U(occu(y)Ur (zs)=r(ys)+ R(d2))

T +T +T, Hence, requirement .
: off max d . whered1 (d2) - random variable (RV) that represents
for ime delayTg, of Zone 2 of the remote protection time delay between the occurrence (start) of the

is as follows: cause (y) and the effect.

®3)

Rex2Jamax Lenljamax *

TRe>Q|amax + Toff max +TLen]Jamax _TRerQ|amin < TR2 .
Causal priority AND gate is described as follows:
In order to solve the Problem 1 using FTTD, we
propose the following method: occur(z) =
1. Having power transmission line with distance (occur(x) Doccur(y) 4)
protection zones, identify subsections. Subsection
is such a part of a section that is covered byta seZ7 ®S) ST(S) U7 @S) =7(ys) +Rd) \\pereq-
of zones of local and back-up protections. RV that represents the time delay between the
2. For each subsection, create FTTD for the hazardccurrence of the latter cause y and the effect
and for faults that are located by protectiondiia t Causal OR gate is described as follows:
subsection.
3. Having the FTTDs, find formulae for time delays occur(z) =

of each zone of each protection. _ 5
4. Find minimal and maximal values of variabled tha (oceur(x) D7 2s) = 7 (xs) + R(d1)) ©
occur in the formulae from point 3. U (occur(y) D7 (zs) =7 (ys) + R(d2)).
5. Calculate time delay for each zone of each
protection.
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In order to solve the Problem 1 using PFTTD, westate. However, to advocate for reliability, hotigs
propose the following method: of disc and memory units were introduced.
1. Having power transmission line with distance -~

protection zones, identify subsections. Subsectior i) = Repaifacilty | - state i
is such a part of a section that is covered byta se L =
of zones of local and back-up protections. = Busy
2. For each subsection, create PFTTD for the hazar . components _ stake
and for faults that are located by protectiongis t H System  pom— wEFRar i
subsection. & o
3. Find probability distribution of RVs that appear = Running
the PFTTD. ] T 'I"] e
4. Using PFTTD simulator, find time delay for each = Repaired
zone of each protection. Elcpu = Memory & pisc

In paper [2], the probability distributions in poi8.

have been determined using EMTP. Figure 7. Classes and enumerations modeling the

5. Comparison of time coordination of case study system [13]

distance protections using FTTD and PFTTD When a component fails, it waits for an ‘Available’

First of all, FTTD model is a non-deterministic pne repair facility and subsequently undergoes repair.
in which only minimal and maximal values of time Contrary, a repair facility is ‘Busy’ when servigin
parameters are known. Although the parameters o&nother component being in the ‘UnderRepair’ state.
the FTTD for the protection schema have beerAll in all, in the case study maintenance procéss f
determined in such way that predefined parts ofcomponents and two repair facilities comprise the
greatest values of some random variables have beetystem Eigure §. In the READ method, we consider
omitted, in FTTD there are no probabilistic measure UML Object Diagram to be defining the Initial Objec
at all. Calculation of time delays for zones of Set.
protections is analytic. Having knowledge abouesiz _
of the omitted parts of random variable values anc | = system : System Ecpu: CPU
shape of formulae for the time delays, a hazarc Eg state = Running
probability estimates can be foqrjd [15]. o 102 : Reparfadilt T
In PFTTD approach, probability distributions of |- e e e
entry (exit) times to (from) impedance charactargst ‘—— - el -
of protection zones are determined. Hence, mor¢| £!meml : Memory | disc1 : Disc
probabilistic information is involved. Such time [T state = funning :
delays that the hazard is not greater than a baumd

[Eg state = Running

calculated by PFTTD based simulation. £ mem2 : Memory % disc2 : Disc
The time delay values obtained by both approache [Egstate = Running .stat e

g 2 = EE!
are close.

Conclusion is that in the PFTTD approach hazard
probability estimate is more exact, while in the
FTTD approach computation costs are smaller.

Figure 8 Initial Object Set [13].

To group actions, gates and objects the mdegl(e

N . . 9) is divided into three vertical partitions, thdseing
6. Reliability enhanced activity diagram of Regular service, Repair and Maintenance process

computer system maintenance process state. Objects flow horizontally between them as

This section is based on paper [13]. system components fail and repair. Let us analyze t

In this section a computer system consisting osgdy ~ {0P-most model section: CB1, Al, CB2, T1, CB4,
components and repair facilitie§igure 7 will be ~ CB3, G5, CB5, G6, CB6, A6 and T4 which apply to

investigated by means of READ. For the system tomemories. The middie and bottom section work alike.

run properly, one CPU, one disc and one memory unit
must be working properly, i.e. be in the “Running”
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g2t Repair Activity Mode IJ

Reqular service

Repair

Maintenance process state

«centralBuffer»
01 ; Memaory

«ReadTransition»
T4: memory repair end

[Running]

: Memory

AB: memary
being repaired

'

«centralbuffers
06: both memoaries
out of service

A aGs, k=2

9

«centralbuffers
05: memory out
of service : Memary

: Memory
«PaSteps «ReadTransitiqn»
&3 A1 memory running T1: memory repair start
) acentralBuffers
Mermory . 03 : Memory
[UnderRepair]
3
«centralBuffers
02 1 Memary
[Failed] /
«centralBuffers
04 : RepairFacilty | «ReadTransition»
[Available] TS: CPU repair end
[ )
«centralBuffers «PaStep»
Q7 . CFU & AS: CPLI being
[Running] repaired

«centralBuffers
Q8 CPU

[Failed]

«ReadTransition:
T2: CPU repair start [«centralBuffers
09 CPU

[UnderRepair]

wcentralBuffers
017: system
failed : System

Gsé
G) s

wrentralBuffers y
010 CPU out
of service @ CPL

«centralBuffer»

016: both discs
out of service : Disc

«centralBuffer»
012 : Disc
[Running]

«ReadTransition»
Th: disc repair end

«centralBuffers
013 : Disc

[Failed]

«Pastep»
] 11 i

=M dlsc.belng
repaired

«ReadTransition»
T3: disc repair start

«centralBuffers
014 . Disc

[

G

G2, k=2 Vote

3

«centralBuffers
015: disc out
of service : Disc

Gl

[UnderRepair]

Objects fromFigure 8fill in CB1 and CB4 central
buffers of the top section at the initial analysis the allocation of the facility. As a result, the may

moment causing the Al action to start two times inobject is moved to the CB3 buffer and its repair is
parallel (one for the ‘meml’ and the other for the initialized.
‘mem?2’ object). This action models correct memory If the component is failed, or it is under reptie G5
operation, therefore its timing model defines appro

Figure Q The case study model [13].
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repair facility is available, the T1 transition lizas

GOR gate puts an object into CB5 buffer denotirzg th
random variable. After Al has finished for some the component is out of service. If the second nmgmo
memory unit (the first failed memory), the action fails, CB6 occurs through G6, and the system Iledai

removes the respective object from CB1 and puts i{CB17) on the virtue of the G4 GOR gate.
into CB2 changing its state to ‘Failed’. Next, if a The A6 action lasts as long as the component is
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repaired. Next, the repair facility is released)(@4d [10] Jenkins, L. & Khincha, H.P. (1992).
the repaired memory is restored into the ‘Running’ Deterministic and stochastic Petri net models of
state (CB1). This causes a change in the CB5 buffer protection scheme$EEE Transaction on Power
effectively restoring the whole system by removing Delivery, Vol. 7, No 1.

objects from CB6 and CB17. [11] Lee, S.J. & Seong, P.H. (2004). Development of

7. Conclusion

It has been shown how fault trees with tim
fiz

dependencies that are non-deterministic models
probabilistic fault trees with time dependenciesn c

be used in dynamic reliability analysis of electric
power system. Both approaches have been compaéflfg]

Reliability enhanced activity diagram (READ) mod

of relatively simple maintenance process of the

computer
presented.

system with

redundancies has been

Now we are developing READs in order to modgr4]
and optimize much more complex process as low-

cost airlines maintenance.
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