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Abstract: This paper studies the effect of moderate deviations with respect to perfect mixing on the 

estimated kinetic parameters in industrial flotation banks. Radioactive tracer tests and mass balance 

surveys were performed to characterize the mixing regimes and Cu kinetic responses. For three models 

(Single Rate Constant, Rectangular and Gamma), two approaches to incorporate the residence time 

distributions (RTD) in the kinetic characterizations of rougher banks were compared: (i) RTDs measured 

from the radioactive tracer tests; and (ii) pure perfect mixing in each flotation machine. The measured 

RTDs did not present significant bypass in the evaluated banks. In all cases, comparable model fitting 

was obtained with both RTD approaches, which indicates that the kinetic models add sufficient 

flexibility to compensate for moderate biases in the mixing regime. The studied kinetic models showed 

non-significant differences in the estimated maximum recoveries (R∞), mean (kmean) and median (k50) rate 

constants when comparing the process modelling from measured RTDs and pure perfect mixing. 

However, the Gamma model was more sensitive to the RTD assumption in terms of the shapes of the 

flotation rate distributions. From the results, kinetic characterizations focused only on model fitting, or 

on R∞ and kmean (or k50) estimations have low sensitivity to the assumption of perfect mixing when the 

RTDs present moderate deviations with respect to this regime. Special attention must be paid when 

characterizing floating components as the perfect mixing assumption may bias the shapes of the 

flotation rate distributions. 

Keywords: flotation kinetics, residence time distribution, perfect mixing, flotation rate distribution, 

industrial flotation circuit 

1. Introduction 

Flotation kinetics has been object of extensive literature due to its significant impact on the metallurgical 

performance at laboratory, pilot, and industrial scales. Comprehensive overviews on this topic have 

been reported by Huber-Panu et al.  (1976), Ek (1992), Gharai and Venugopal (2016), Bu et al. (2017b), 

just to name a few. García-Zuniga (1935) described kinetic responses in batch flotation as first-order rate 

processes. From different ores, the mineral concentrations showed exponential decays over time, 

reaching plateaus at the end of the tests. As a result, the mineral recovery R as a function of time t was 

described by R(t) = R∞ [1 – exp(-k t)], with k denoting the flotation rate constant and R∞ the maximum 

recovery. Schuhmann (1942) determined rate constants in a continuous lab-scale flotation cell, assuming 

R∞ = 100.  

From batch tests, Imaizumi and Inoue (1963) identified non-linearity in the flotation rates, which led 

to deviations with respect to first-order decays. Two possible causes for this phenomenon were 

discussed: (i) interactions between flotation mechanisms; and (ii) a distribution of flotation rates that 

were related to the wide range of particle properties. Imaizumi and Inoue (1963) indicated that the 
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flotation rate is not constant but variant, introducing a spectrum of rate constants or flotation rate 

distribution f(k). Thus, the batch flotation process was expressed as a continuous sum of exponential 

decays. Discrete or continuous flotation rate distributions have been empirically justified by the 

heterogeneous kinetic responses by size (Yekeler and Sönmez, 1997; Abkhoshk et al., 2010; Bu et al., 

2017a) and by other particle properties (Polat and Chander, 2000; Vinnett et al., 2021). Several studies 

have detailed, evaluated and compared different model structures for f(k) (Dowling et al., 1985; Polat 

and Chander, 2000; Ai et al., 2017; Bu et al., 2017b; Vinnett and Waters, 2020), showing their advantages 

with respect to single rate constants. 

Woodburn and Loveday (1965) studied the metallurgical performance of a continuous flotation cell 

in terms of f(k) and the residence time distribution h(t). The mineral concentration C that is rejected to 

the tailings was expressed by Eq. (1). 

𝐶 = 𝐶∞ ∫ ∫ exp(−𝑘 𝑡)
∞

0

∞

0
𝑓(𝑘)ℎ(𝑡) 𝑑𝑘 𝑑𝑡                                                      (1) 

where C∞ is the mineral concentration at t → ∞. 

Woodburn and Loveday (1965) measured residence time distributions (RTD) in a 1 ft3 cell, obtaining 

conditions close to perfect mixing. A Gamma f(k) was also chosen to describe the rate process, while 

perfect mixing was assumed for the pulp h(t). From Eq. (1), Eq. (2) is obtained for the collection zone 

recovery. Equation (2) has also been used for overall flotation kinetics, in which f(k) represents an 

apparent flotation rate distribution. Woodburn and Loveday (1965) presented the fraction of mineral 

recovered into the concentrate stream by parametric graphs. 

𝑅 = 𝑅∞ ∫ ∫ [1 − exp(−𝑘 𝑡)]
∞

0

∞

0
𝑓(𝑘)ℎ(𝑡) 𝑑𝑘 𝑑𝑡                                             (2) 

Given a model structure for the residence time distribution, Eq. (2) allows for a variety of kinetic 

models in continuous flotation systems, from different f(k)s. Typically, apparent rate constants are 

assumed in f(k), which implicitly incorporate froth recoveries. Otherwise, Eq. (2) only describes the 

collection zone recovery and froth recoveries must be measured throughout the flotation circuit to 

characterize the flotation process. Kinetic modelling in continuous flotation circuits commonly assumes 

a single (deterministic) rate constant or a Rectangular f(k), together with perfect mixing in each flotation 

cell (Védrine et al., 1991; Qaredaqi et al., 2012; Boeree, 2014; Saldaña et al., 2021). Both assumptions 

simplify the mathematical treatment and allow the typically unknown h(t) to be available. However, 

the impact of this h(t) assumption on kinetic characterizations has not been discussed in flotation 

literature.  

This paper evaluates the impact of moderate h(t) deviations with respect to perfect mixing on the 

R∞ - f(k) estimates, in which f(k) describes apparent flotation rates. The study is supported by RTD 

measurements and kinetic characterizations in two industrial-scale flotation banks.  

2. Materials and methods 

2.1. Industrial data 

A sampling survey was conducted at Minera Los Pelambres concentrator, which involved 

hydrodynamic and metallurgical characterizations. Residence time distributions and flotation kinetics 

were estimated in a rougher flotation circuit. A schematic of this circuit is presented in Fig. 1. The 

studied stage consisted of three parallel flotation banks (A, B and C). The survey was performed in the 

rougher banks A and B. Bank A consists of nine 130 m3 Wemco cells in a 1-2-2-2-2 arrangement, whereas 

bank B consists of six 250 m3 Dorr-Oliver Eimco cells in a 1-1-1-1-1-1 arrangement. From mass balances, 

the rougher bank A was fed with approximately 600 tph of a copper ore and Cu feed grade of 0.86%. 

The rougher bank B was fed with approximately 700 tph of solid and Cu feed grade of 0.70%. 

RTD measurements were carried out using the radioactive tracer technique. The injection (green 

squares) and detection (red diamonds) points are depicted in Fig. 1. The tracer was injected into the feed 

distributor, and the tracer detectors were installed throughout the rougher banks A and B. In bank A, 

the detectors were placed at the feed of cell 1 and tailings of cells 1, 3, 5, 7 and 9. In bank B, the detectors 

were placed at the feed of cell 1 and the tailings of each flotation cell. Irradiated non-floatable solid from 

the rougher tailings was employed as a tracer to ensure similar physical and chemical properties to that 

of the fed material. The irradiation was conducted in a thermal 5 MW reactor, using a neutronic flux of 
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up to 5  1013 n cm-2 s-1, spatially homogeneous in 4. The samples were placed inside a grid with the 

combustible elements exposed to this flux for approximately 20 h. All samples were activated at the 

nuclear reactor of the Chilean Commission of Nuclear Energy, in Santiago, Chile. Radioactivity type 

and intensity were determined, taking the flow rates and pulp characteristics into consideration for real-

time measurements. Tracer activities were calculated to provide enough significance (ca., 50 times) 

above the typical local background (i.e., 10–20 cps). The mean tracer lifetime was approximately 15 h. A 

hydraulic injection system was used to produce an almost instantaneous, simple, and safe tracer 

injection. Tracer concentrations were measured as activity at each detection point. Onstream non-

invasive sensors, scintillating crystal of 1”x1.5” NaI(Tl) (Saphymo, France), were employed for data 

acquisition. All data were corrected by radioactive decay and local radiation background, and then 

normalized for comparison purposes. Fig. 2 illustrates inlet and outlet tracer concentrations in the 

rougher bank A. 

Twenty-six streams were sampled for the kinetic characterization of banks A and B (black circles 

in Fig. 1). For the rougher bank A, 12 streams were sampled to estimate the recoveries in each 

arrangement, in the first cell, and in the overall bank. For the rougher bank B, 14 streams were sampled 

to estimate the recoveries in each flotation cell, and in the overall bank. Each sample was a composite 

of approximately 20 L, which was taken every 30 min, for 2 hours, to account for approximately four 

times the mean residence time of the circuit. All samples were assayed for copper (Cu), molybdenum 

(Mo) and iron (Fe). Only Cu recoveries consistently approached a plateau at the end of the banks, which 

allowed the maximum recoveries to be bounded. Data reconciliation was performed to satisfy all mass 

balances, minimizing relative differences between the measured and reconciled grades (Wills and 

Napier-Munn, 2006; Vinnett et al, 2016). As a result, adjusted Cu recoveries and grade profiles were 

obtained in the rougher banks. From the experimental t – R(t) data and Eq. (2), the R∞ - f(k) pairs were 

estimated for Cu by non-linear regression, given an experimental RTD and a model structure for the 

kinetic response. 

 

Fig. 1. Schematic of the rougher circuit depicting the radioactive tracer injection (green squares) and detection 

(red diamonds) points, and the sampling points in the mass balances (black circles) 

 

Fig. 2. Examples of normalized tracer concentrations, rougher bank A 
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2.2. Modelling Residence Time Distributions 

The residence time distributions were estimated by a parametric deconvolution methodology (Yianatos 

et al., 2015). Given measured inlet [x(t)] and outlet [y(t)] tracer concentrations and a model structure for 

the RTDs [h(t)], Eq. (3) allowed the RTD parameters to be obtained by minimizing the squared 

reconstruction errors for the outlet concentrations: 

min  ∑[𝑦(𝑡) − 𝑥(𝑡) ∗ ℎ(𝑡)]2                                                                 (3) 

Within Eq. (3)* denotes convolution. The optimization problem of Eq. (3) was solved in Matlab, using 

the Optimization Toolbox (The MathWorks, USA). 

For single flotation cells (i.e., first flotation cells), three model structures for the residence time 

distribution were evaluated: (i) a single perfect mixer; (ii) two parallel perfect mixers; and (iii) a large 

perfect mixer in series with a small perfect mixer [Large and Small Tanks in Series (LSTS) model]. In all 
three models, a transport delay (τD) was incorporated. In the absence of this transport delay, these model 

structures led to poor model fitting. Table 1 summarizes the studied RTD models for single cells, the 

respective mean residence times (τmean) and the equation numbers. For the first cell of each rougher 

bank, the best h(t) model was chosen in terms of the adjusted coefficient of determination. 

Table 1. Model structures for residence time distributions in single flotation cells 

Model h(t) τmean 
Equation 

Numbers 

Perfect Mixer  

+ Transport Delay (*) 

1

𝜏PM

exp (−
𝑡 − 𝜏D

𝜏PM

) ,   𝑡 > 𝜏𝐷 τ
PM

 + τD (4) 

Two Parallel Perfect Mixers  

+ Transport Delay (**) 

𝛼

𝜏1

exp (−
𝑡 − 𝜏D

𝜏1

) + 

(1 − 𝛼)

𝜏2

exp (−
𝑡 − 𝜏D

𝜏2

) ,   𝑡 > 𝜏𝐷 

α τ
1
 + (1 - α) τ

2
 + τD (5) 

Large and Small Tanks in 

Series + Transport Delay (***) 

1

(𝜏L − 𝜏S)
[exp (−

𝑡 − 𝜏D

𝜏L

)

+ exp (−
𝑡 − 𝜏D

𝜏S

)] ,   𝑡 > 𝜏𝐷 

τ
L
 + τ

S
 + τD (6) 

(*) 𝜏PM corresponds to the residence time of a perfect mixer; (**) α corresponds to the fraction that is fed to a perfect mixer with 

residence time 𝜏1, whereas its complement is fed to a perfect mixer with residence time 𝜏2; (***) 𝜏L and 𝜏S correspond to the 

residence times of the large and small perfect mixers, respectively. 

For arrangements of cells in series, the N perfectly-mixed-reactors-in-series model of Eq. (7) was 

employed to represent the RTDs: 

ℎ(𝑡) =
(𝑡−𝜏D)𝑁−1

𝜏M
𝑁 Γ(𝑁)

exp [−
(𝑡−𝜏D)

𝜏M
] ,   𝑡 ≥ 𝜏D,   𝜏mean = 𝑁𝜏M + 𝜏D                                 (7) 

where N corresponds to the number of equivalent perfect mixers in series, τM to the residence time of a 

single perfect mixer and Γ(N) to the Gamma function. A transport delay was again incorporated to 

adequately fit the experimental data. 

From the objective function of Eq. (3) and the model structures of Eqs. (4) to (7) the estimated RTDs 

were obtained. These RTDs were used to characterize the kinetic responses [Eq. (2)] throughout the 

rougher banks. These responses were also modelled, assuming pure perfect mixing with a mean 

residence time τPPM in each flotation machine, as typically reported in literature. Thus, for single flotation 

cells, Eq. (8) was evaluated.  

Similarly, for arrangements of cells in series, the N perfectly-mixed-reactors-in-series model of Eq. 

(9) was used. Thus, no transport delay was considered, and pure perfect mixing was assumed in each 

cell constituting the flotation banks.  

 

ℎ(𝑡) =
1

𝜏PPM
exp [−

𝑡

𝜏PPM
]                                                                    (8) 
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ℎ(𝑡) =
𝑡𝑁−1

𝜏PMM
𝑁 Γ(𝑁)

exp [−
𝑡

𝜏PPM
]                                                               (9) 

2.3. Modelling Kinetic Responses 

From Eq. (2), different R(t) representations can be established, given known residence time and flotation 

rate distributions. For the former, the measured RTDs were employed, comparing the R(t) modelling 

results with those obtained under the assumption of pure perfect mixing in each flotation cell. For f(k), 

three model structures were evaluated, according to Table 2 (García-Zuñiga, 1935; Huber-Panu, 1976; 

Imaizumi and Inoue, 1963). The Single Rate Constant (SRC) model assumes a single and deterministic 

rate constant (kSRC). The Rectangular model considers a uniform distribution of rate constants in the 

range 0 to kmax, keeping one rate parameter. The Gamma model has shape (a) and scale (k0) parameters 

that allow f(k)s from reverse J-shaped distributions (a < 1) to normal distributions  

(a → ∞) to be represented. For the experimental t - Rdata datasets, the model parameters were again 

estimated by non-linear regression, solving the minimization problem of Eq. (13). 

Table 2. Model structures for the flotation rate distributions. 

Model f(k) kmean 
Equation 

Numbers 

SRC (*) 𝛿(𝑘 − 𝑘SRC) kSRC (10) 

Rectangular (**) 
1

𝑘max

[μ(𝑘) − μ(𝑘 − 𝑘max)] kmax/2 (11) 

Gamma 
𝑘𝑎−1

𝑘0
𝑎Γ(𝑎)

exp [−
𝑘

𝑘0

] a k0 (12) 

(*) δ(k) denotes Dirac function; (**) μ(k) corresponds to the Heaviside function. 

min  ∑(𝑅data − 𝑅model)
2  

subject to                                                                           (13) 

0 ≤ 𝑅∞ ≤ 100 

Within Eq. (13) the modelled recoveries Rmodel were obtained from Eq. (2) using an f(k) from Table 2 and 

the measured h(t)s. RTDs under the assumption of pure perfect mixing were also evaluated. Eq. (13) 

was again implemented in Matlab, using the Optimization Toolbox (The MathWorks, USA). 

It should be noted that under pure perfect mixing and by using an SRC or a Rectangular f(k), closed 

forms for Rmodel are obtained. In all other cases, numerical integration was employed to determine Rmodel. 

3. Results and discussion 

Fig. 3 shows the reconstruction of the outlet tracer concentration throughout the rougher bank A, using 

Eq. (3) and the RTD models of Eqs. (5) and (7). The sums of squared residuals (SSR) are presented for 

comparison purposes. For the first cell [Fig. 3(a)], the best model performance was obtained with two 

perfect mixers in parallel (𝑅𝑎𝑑𝑗
2  = 0.9861), including a transport delay (continuous black lines). However, 

the adjusted coefficient of determination was only slightly greater than that from a single perfect mixer 

with transport delay (𝑅𝑎𝑑𝑗
2  = 0.9857). For 3, 5, 7 and 9 cells in series [Fig. 3(b) to 3(e)], the N perfectly-

mixed-tanks-in-series model including a transport delay adequately described the experimental RTDs. 

From all measured and modelled RTDs in the rougher bank A, an average mean residence time per cell 

of 4.1 ± 0.19 min was obtained, including the 95% confidence interval. Fig. 3 also presents the 

reconstruction of the outlet tracer concentration (dashed red lines) from RTDs consisting of the actual 

number of installed machines (i.e., 1, 3, 5, 7 and 9), assuming pure perfect mixing. A residence time per 

cell of 4.1 min was employed, coinciding with the sample mean value obtained from the measured 

RTDs. No transport delays were included in this second representation. This RTD description emulates 

the RTDs typically employed in kinetic characterizations of continuous flotation systems. From Fig. 3, 

the assumption of perfect mixing with no transport delay led to poor reconstruction of the outlet tracer 

concentration for five or less cells in series. However, these reconstructions approximately agreed with  
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Fig. 3. Output tracer concentrations and model fitting (outlet reconstruction) in mechanical flotation cells, rougher 

bank A: (a) first cell, (b) three cells in series, (c) five cells in series, (d) seven cells in series,  

(e) nine cells in series. 

those obtained from the parametric deconvolution for 7 and 9 cells in series due to the Central Limit 

Theorem. For more than 5 flotation cells in series, the RTDs converge to Normal distributions [or 

Gamma h(t)s with N→∞], which has been widely observed in industrial circuits (Yianatos et al., 2015). 

Thus, the assumption of an arrangement of pure perfect mixers (no transport delay) has allowed the 

RTDs of long flotation banks to be adequately described. However, this representation is only applicable 

when the actual transport delay is significantly shorter than the cell-by-cell residence time. 

Fig. 4 presents the outlet tracer reconstruction for the rougher bank B. In this bank, all flotation cells 

were characterized. The RTD of the first cell was adequately described by the LSTS model of Eq. (6), 

with an adjusted coefficient of determination 𝑅𝑎𝑑𝑗
2  = 0.9976. This RTD model was again slightly superior 

to a perfect mixer including a transport delay (𝑅𝑎𝑑𝑗
2  = 0.9969). The arrangement of cells in series proved 

to be consistent with the N perfectly-mixed-tanks-in-series model including a transport delay. From the 

RTD parameters obtained by Eqs. (3), (6) and (7), a mean residence time of 6.4 ± 0.25 min was observed 

in single cells of bank B. The reconstruction of the outlet tracer concentration from RTDs described by 

pure perfect mixers led to poor performances in the first cells [Fig. 4(a) to 4(b)]. Although this 

reconstruction tended to converge to the deconvolution results for more than 3 cells in series 

[Fig. 4(d) to (f)], the agreement was less noticeable with respect to that which was observed in bank A 

(a) 

 

(b) 

 
(c) 

 

(d) 

 
(e) 
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(Fig. 3). In this regard, the lower number of cells in the rougher bank B led to a more gradual 

convergence to the Central Limit Theorem. From the estimated RTD parameters of the studied rougher 

banks, the kinetic responses were characterized using Eqs. (1) and (13) and the f(k) model structures of 

Eqs. (10) to (12). 

Fig. 5 compares the model fitting using the estimated RTDs with those assuming pure perfect mixing 

in each flotation cell of the rougher bank A. The three evaluated kinetic models are presented. Results 

for the rougher bank B are presented in Appendix A. All modelled recoveries were interpolated by 

piecewise cubic Hermite polynomials (Kahaner et al., 1988), for better visualization. No appreciable 

differences in the model fitting were observed between the two studied mixing regimes in all cases. 

Thus, the differences in the RTDs are compensated by the kinetic parameters, given the flexibility of 

each model. The same trends were observed in the rougher bank B (Fig. A1, Appendix A). All model 

structures led to suitable goodness-of-fit, with 𝑅𝑎𝑑𝑗
2 ≥ 0.985 for the studied mixing regimes in 

banks A and B. The measured and modelled recoveries shown in Figs. 5 and A1 are presented in Tables 

B1 and B2 of Appendix B for the studied rougher banks. 

Table 3 presents the estimated parameters for each kinetic model and RTD assumptions. The average 

and median (k50) rate constants are summarized, which correspond to the deterministic values of the 

SRC model and to kmax/2 for the Rectangular approach. It should be noted that the Rectangular model  

 

Fig. 4. Output tracer concentrations and model fitting (outlet reconstruction) in mechanical flotation cells, rougher 

bank B: (a) first cell, (b) two cells in series, (c) three cells in series, (d) four cells in series,  

(e) five cells in series, (f) six cells in series 

(a) 

 

(b) 

 
(c) 

 

(d) 

 
(e) 

 

(f) 
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Fig. 5. Kinetic responses and model fitting assuming different mixing regimes in the rougher bank A:  

(a) SRC, Perfect mixing; (b) SRC, measured RTDs; (c) Rectangular model, perfect mixing;  

(d) Rectangular model, measured RTDs; (e) Gamma model, perfect mixing;   

(f) Gamma model, measured RTDs 

led to higher R∞ estimates. This result is caused by the presence of rate constants close to zero in f(k) 

that distorts the estimation of the non-floating fraction represented by (100 - R∞), as discussed by Kelly 

and Carlson, (1991). From Table 3, the maximum recoveries, and the location indexes (kmean and k50) for 

the rate constants were moderately changed by the observed RTD deviations with respect to pure 

perfect mixing in each flotation cell. 

Table 3. Kinetic parameters in the rougher banks A and B 

Bank Parameter 

SRC Rectangular Gamma 

Perfect 

Mixing 

Measured 

RTDs 

Perfect 

Mixing 

Measured 

RTDs 

Perfect 

Mixing 

Measured 

RTDs 

Bank A 

R∞ 94.0 94.2 99.1 100.0 95.0 94.5 

kmean 0.35 0.31 0.42 0.36 0.40 0.32 

k50 0.35 0.31 0.42 0.36 0.37 0.31 

Bank B 

R∞ 93.3 93.7 98.9 100.0 97.6 96.8 

kmean 0.27 0.24 0.33 0.28 0.38 0.29 

k50 0.27 0.24 0.33 0.28 0.30 0.25 

(a) 

 

(b) 

 
(c) 

 

(d) 

 
(e) 

 

(f) 
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The assumption of pure perfect mixing led to absolute R∞ differences lower than 1.2% compared to 

those obtained from the estimated RTDs, as shown in Table 3. The mean and median rate constants 

presented absolute differences lower than 0.09 1/min. These deviations were not critical, taking the R(t) 

model fitting of Figs. 5 and A1 (Appendix A) into consideration. Fig. 6 compares the estimated flotation 

rate distributions from the studied mixing regimes and evaluated kinetic models for the rougher banks 

A and B. The SRC [Fig. 6(a) and (b)] and Rectangular [Fig. 6(c) and (d)] f(k)s presented slight differences 

by assuming pure perfect mixing with respect to the measured RTDs. As these models are completely 
defined by the R∞-kSRC and R∞-kmax pairs, respectively, the f(k) differences are fully explained by the 

deviations presented in Table 3. The Gamma f(k)s [Fig. 6(e) and (f)] proved to be more sensitive to the 

RTD assumption in the studied kinetic responses, due to their higher flexibility. Thus, the shapes of 

these estimated flotation rate distributions were affected by the mixing regimes. Although the 

differences in the f(k) shapes were also moderate, the identification of fast- and slow-floating 

components from high and low k percentiles as reported by Vinnett et al., (2022) may be affected by the 

assumed RTDs. Kinetic characterizations only dependent on the R∞-kmean or R∞-k 50 pairs and model 

fitting are not significantly affected by the perfect mixing assumption, as shown in Table 3, Fig. 5 and 

Fig. A1 (Appendix A). This result is applicable under moderate deviations with respect to perfect 

mixing, as shown in Figs. 3(a) and 4(a). Further developments are being made to expand these findings 

to industrial flotation circuits subject to significant bypass throughout the banks. Fractioning kinetic 

responses by-size or other particle properties will allow the impact of mixing assumptions on the 

identification of floating-components to be evaluated. 

 

Fig. 6. Estimations of the flotation rate distributions in the rougher banks A and B for the studied mixing regimes. 

SRC: (a) bank A; (b) bank B. Rectangular model (c) bank A; (d) bank B. Gamma model (e) bank A; (f) bank B 
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4. Conclusions 

Hydrodynamic and metallurgical surveys were conducted in two industrial flotation banks to 

characterize the residence time distributions and kinetic responses in continuous systems. A 

comparison of the estimated kinetic parameters was carried out, considering the measured RTDs and 

assuming pure perfect mixing in each flotation cell. From the analysis, the following results were 

obtained: 

1. Pure perfect mixing fails to accurately fit outlet tracer concentrations for less than 5 cells in series. 

However, this RTD description agrees as the number of cells in series increases, due to the Central 

Limit Theorem. 

2. The f(k) flexibilities allowed the perfect mixing assumption to be compensated. As a result, similar 

model fitting was obtained for all kinetic responses from the measured and assumed RTDs. 

3. No significant differences in R∞, kmean and k50 were observed when characterizing the kinetic 

responses from the measured and assumed (pure perfect mixing) RTDs. 

4. The flexibility of the Gamma model led to moderate changes in the f(k) under the studied mixing 

regimes. These deviations may hinder the identification of floating components from f(k) 

percentiles when assuming pure perfect mixing. 

5. Kinetic characterizations based on model fitting, and on R∞-kmean or R∞-k50 estimations have low 

sensitivity to the perfect mixing assumption under moderate deviations with respect to this 

regime. 

From the studied datasets, the kinetic parameters (R∞-kmean-k50) presented low sensitivity to the 

assumption of perfect mixing in continuous flotation systems. This result is applicable to flotation banks 

with moderate deviations regarding this regime in single cells. Caution is advised in the use of these 

findings when the residence time distributions present significant bypass throughout the banks. 

Appendix A 

Fig. A1 presents the model fitting using the estimated RTDs and assuming pure perfect mixing in each 

flotation cell of the rougher bank B. Similar trends to those observed in the rougher bank A 

(Fig. 5) are observed. 

 

Fig. A1. Kinetic responses and model fitting assuming different mixing regimes in the rougher bank B:  

(a) SRC, Perfect mixing; (b) SRC, measured RTDs; (c) Rectangular model, perfect mixing; (d) Rectangular model, 

measured RTDs; (e) Gamma model, perfect mixing; (f) Gamma model, measured RTDs 
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Appendix B 

Tables B1 and B2 detail the measured and modelled Cu recoveries in the rougher banks A and B, 

respectively, considering all kinetic models, and the measured and assumed mixing regimes. 

Table B1. Measured and modelled recoveries in the rougher bank A 

Cell 

Number 

Measured Cu 

Recovery (%) 

Modelled Cu Recoveries (%) 

Assumed Perfect Mixing Measured RTDs 

SRC Rectangular Gamma SRC Rectangular Gamma 

1 55.5 55.0 56.1 55.5 55.4 56.6 55.6 

3 86.7 87.3 85.4 86.3 86.6 84.5 86.2 

5 91.9 92.8 91.9 92.5 93.0 91.9 92.8 

7 94.2 93.8 94.3 94.1 93.9 94.4 94.0 

9 94.7 93.9 95.5 94.6 94.2 95.9 94.4 

 

Table B2. Measured and modelled recoveries in the rougher bank B 

Cell 

Number 

Measured Cu 

Recovery (%) 

Modelled Cu Recoveries (%) 

Assumed Perfect Mixing Measured RTDs 

SRC Rectangular Gamma SRC Rectangular Gamma 

1 60.1 59.3 60.4 60.5 59.7 60.9 60.6 

2 81.2 80.9 80.1 79.9 80.4 79.6 79.6 

3 86.6 88.8 87.7 87.6 89.1 87.9 88.2 

4 90.5 91.7 91.2 91.3 91.2 90.5 90.8 

5 94.2 92.7 93.1 93.2 92.9 93.2 93.4 

6 94.2 93.1 94.3 94.4 93.3 94.4 94.3 
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