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To overcome the depth-of-field limitation of an optical microscope image, a three-dimensional
measurement method with a superior depth-of-field is proposed. In the proposed method, light-field
information of different angles is obtained by moving the aperture and the three-dimensional scene
is reconstructed by using a computational reconstruction technology. First, stereo matching of dif-
ferent aperture position images is performed to obtain the multi-aperture imaging deviation. The focal
plane moving distance is thereby estimated. Then, the relational expression between the image co-
ordinates and the focal plane moving distance is determined according to the image coordinates.
Two dimensional coordinates of the space point are obtained by the expression coefficients. Finally,
the depth coordinates are computed, and three-dimensional reconstruction of the spatial points is
completed. Experiments of three-dimensional measurements of the calibration board with different
angles and circuit boards are conducted. The results show that the maximum error of the distance
measurement is controlled into 0.84%, and the maximum angle measurement error is controlled
into 4.56%.

Keywords: optical microscopy, computational photography, three-dimensional micro-measurement, mov-
ing aperture.

1. Introduction

In optical microscope imaging, the depth-of-field and lateral resolution are incompat-
ible [1–3]. The axial dimension of the three-dimensional (3D) object to be observed
under high resolution is often beyond the microscope depth-of-field. This leads to dif-
ficulties in obtaining a clear image of the whole object, and to the consequential failure
of the final 3D measurement [4–6]. Therefore, techniques that increase the microscope
depth-of-field while ensuring an adequate lateral resolution value to measure 3D infor-
mation of the whole object comprise an intense research area in the optical microscope
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field. In addition, expansion of the application range and development of measuring
instruments with a superior depth-of-field have been recent subjects of interest.

In a light field camera model, light field information can be expressed using a seven
dimensional plenoptic function related to 3D position (x, y, z), angle (θ, φ), frequency λ
and moment t. Thus the seven dimensional plenoptic function in static monochromatic
light space which frequency λ and moment t are constant can be simplified to a five-di-
mensional (5D) function [7]. In the classic imaging model, a two-dimensional (2D) sen-
sor only captures 2D position (x, y) information, which leads to the loss of depth z and
angle (θ, φ) information. The image blurring is caused by the diffuse circle convergence
of optical signals from different angles in different space points on the imaging plane.
If the optical signal of different angles can be obtained, the computational reconstruc-
tion technique can be applied to eliminate the diffuse circle and produce a clear image
of the whole object. In this way, the microscope depth-of-field is increased.

In a light-field camera, light from different angles is mapped to different sensor
pixels through a micro-lens array to extract the optical signal of different angles. Then,
a full-focus image is obtained by computational reconstruction, and the 3D scene in-
formation is reconstructed using reconstruction parameters [7–9]. The main advantages
of a light-field camera for 3D imaging are its fast capture speed and its photon effi-
ciency, since all the photons that reach the image plane are captured. However, the lat-
eral resolution of the image sensor in a light-field camera is sacrificed since the limited
number of pixels on the sensor must be spread across position (x, y) and angle (θ, φ),
which counters the objective of increasing the microscope depth-of-field for a certain
lateral resolution [10]. A light source is encoded according to the position of the liquid
-emitting diode (LED) array, and images of different angles are obtained. Accordingly,
3D reconstruction of the object is realized [11–13]. The method based on the LED array
overcomes the limitation of sacrificing the imaging sensor lateral resolution. Never-
theless, this approach is applicable only for thin objects, which limits its application
scope [13]. Both the light-field camera and LED array imaging system have some lim-
itations on the depth-of-field expansion.

To realize 3D measurement of super depth-of-field while ensuring an adequate lateral
resolution value, a 3D micro-measurement method based on a moving aperture is pro-
posed. In the presented method, images of different angles are obtained using the
moving aperture. Next, stereo matching and 3D reconstruction of the stereo vision
measurement are performed to obtain a dense 3D scene graph. The micro-imaging
system depth-of-field is thus expanded, it is not necessary to sacrifice the sensor lateral
resolution, or measure the thin object. The proposed method can therefore be used in
various applications.

2. Basic concept of proposed method

An aperture is inserted in front of the lens in the existing microscopic imaging system,
such that the aperture plane is perpendicular to the optical axis. The aperture moves
in the plane perpendicular to the optical axis, and different images are captured in dif-
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ferent aperture positions. The 3D object information is obtained from these images.
The aperture inserted into the system is called moving aperture.

2.1. Focal plane moving distance and multi-aperture imaging deviation 

As shown in Fig. 1, for any point P(x, y, z) in space, PL and PR are the image points
corresponding to different apertures (only direction X is drawn in the figure; direction Y
is similar to direction X ). Assume that the center distance of the aperture corresponding
to the two images is L and the distance between PL and PR is Δx. From the lens imaging
model, the distance between the two points on the focal plane is proportional to the
distance of its image points, 

Δx = k Δu (1)

where k is the scale factor, and Δx represents the distance between two points on the
focal plane represented by world coordinates. In addition, Δu denotes the distance of
two image points of P represented by image coordinates and is called the multi-aper-
ture imaging deviation.

Point P is moved by Δz along the Z axis of the world coordinate system and results
in reaching point P0 on the focal plane. The moving distance Δz is called the focal plane
moving distance. The angle between PP0 and the focal plane is θ. The relationship be-
tween multi-aperture imaging deviation and focal plane moving distance can be de-
duced from the geometrical relation in Fig. 1 as

(2)

where S is the distance between the aperture and the focal plane. In conventional micro-
scopes, since the depth-of-field is very small, S is much larger than Δz. Therefore, the
right denominator of Eq. (2) can be reduced to S:

(3)
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Fig. 1. Micro-imaging system structure.

k Δu
L

--------------- Δz θ( )sin
S Δz θ( )sin–

--------------------------------------=

k Δu
L

--------------- Δz θ( )sin
S

---------------------------=



536 SHENGLI FAN et al.
Alternately,

(4)

It is evident in Eq. (4) that the focal plane moving distance is proportional to the multi
-aperture imaging deviation in the conventional microscope. For the 3D microscopic
measurement system based on a moving aperture, the aperture is inserted at the front
end of the lens to expand the depth-of-field of the imaging system. Thus, the condition
that S is far greater than Δz is invalid. Moreover, there exists a non-linear relationship
between focal plane moving distance Δz and multi-aperture imaging deviation Δu.

2.2. Spatial coordinates estimation

Point P(x, y, z) in space is moved along the Z axis of the world coordinate system, i.e.,
only the value of z is changed and the value of x and y are unchanged. The image co-
ordinates of point P corresponding to aperture TL will change. The relationship between
the moving distance and image coordinates can be expressed as:

(5)

where (u, v) are the image coordinates and f(x, y), g(x, y) are the function representing
the relationship. The function arguments relate to (x, y).

It is experimentally determined that f(x, y) and g(x, y) are quadratically correlated:

(6)

The relationship between the coefficients of the two functions is described as:

(7)

where the coefficient relation matrix

 (8)
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Substituting Eq. (7) into Eq. (6), we obtain

(9)

Thus, the function coefficient (bf , bg) can be determined by (u, v) and Δz. The re-
lationship between (bf , bg) and (x, y) is given by

(10)

where M is the coefficient coordinate matrix. The coordinates (x, y) of the space points
can be obtained from Eq. (10).

Assuming that P is moved by Δz0 along the Z axis of the world coordinate system
to reach the focal plane, we obtain

z = Δz0 – Δz (11)

3. Three-dimensional micro-measurement method

The proposed 3D micro-measurement method realizes the 3D reconstruction of a mi-
croscopic scene as shown in Fig. 2. This method is divided into two parts: system cali-
bration and 3D measurement.

In the system calibration, several sets of calibration images of a calibration board
corresponding to different positions are captured by the moving aperture. Feature
matching is applied to image pairs with different apertures at the same position. Several
standard matching pairs are obtained by combining their mutual positional relations.
According to the relationship between the focal plane moving distance Δz and multi
-aperture imaging deviation Δu, the relation equation and its coefficients are obtained.
The relation curves between the image coordinate and focal plane moving distance Δz
are fitted, and T  in Eq. (7) is calibrated. Moreover, matrix M  in Eq. (10) can be calibrated
using (bf , bg) and (x, y). The z values of the focal imaging points are obtained from the
relationship between z values of the point and multi-aperture imaging deviation Δu.
The spatial equation of the focal plane can be obtained by plane fitting.

In the 3D measurement, the moving aperture is used to image the object, and a pair
of images is obtained. Stereo matching is used to obtain a certain number of matching
pairs that can be expressed by using a disparity map. For each matching pair, multi-ap-
erture imaging deviation is calculated, and the corresponding focal plane moving dis-
tance is estimated. By substituting the values of (u, v) and Δz in Eq. (9), the coefficients

bf
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are determined. Using Eq. (10), the (x, y) coordinates of the space point are calculated.
The z coordinate is obtained by Eq. (11) and the 3D reconstruction of one point is com-
pleted. The 3D reconstruction of the whole object can be achieved by repeating the
above process.

4. Results and discussion

4.1. Experimental setup

The experimental setup is shown in Fig. 3. All objects were imaged using a Canon
EOS700D digital single-lens reflex (SLR) camera and a Canon MP-E 65 mm f /2.8
1–5× macro lens. The diameter of the aperture was 2 mm; the moving distance was 6 mm.

A board printed with solid dots was placed on a one-dimensional motorized stage
(Chuo Seiki XA07A-R2H, 2 μm/step) to be moved along the Z axis. The diameter of
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Fig. 2. Framework of the proposed 3D micro-measurement method based on a moving aperture.
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the solid dots in a 21 × 21 array was 0.5 mm and the pitch was 1 mm. The motorized
stage was controlled to move 15.9 mm with equal steps of 0.1 mm to divide the cali-
bration board into 160 equally spaced positions. In each position, a pair of images cor-
responding to different apertures was captured. Thus, 320 images were obtained. As

Camera  Lens 

 Aperture 

 Calibration 

 Motorized 

 board 

 stage 

Fig. 3. Experimental setup of 3D micro-measurement system based on a moving aperture. 

Fig. 4. Calibration board image: first pair of images (a, b), 80th pair of images (c, d), and 160th pair of
images (e, f ). 
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shown in Fig. 4, the first, 80th and 160th pairs of images are listed. By taking the center
of a solid dot on the board as the coordinate origin, the world coordinate system was es-
tablished. Accordingly, the point in the center of the solid dots of the same row was con-
sidered the X axis, and the point in the center of solid dots of the same column was the
Y axis. The moving direction of the motorized stage was the Z axis, as shown in Fig. 4a.

4.2. Dot center extraction

First, the captured 320 images were pretreated by graying and binarization to obtain the
proper binary images. Then, the solid dot regions were segmented by a region growing
algorithm, and the coordinates of the region geometric center were calculated. At the
same time, the matching pairs were obtained by the positional relation between the solid
dots for two images of different apertures in the same position. Overall, 70 matching pairs
were extracted and arranged in seven rows and ten columns, with (1, 1) representing the
upper left corner and (10, 7) representing the lower-right corner, as shown in Fig. 4a.

4.3. Depth-of-field

As mentioned above, the aperture of the imaging system was greatly reduced and the
depth-of-field was expanded. As shown in Figs. 5a and 5c, in a certain position, the
system both with and without the aperture produces clear images. When the calibration
board is moved by 2.5 mm along the Z axis, the images captured by the system without
the aperture become blurred, whereas the images captured by the proposed system with
the aperture remain clear, as shown in Figs. 5b and 5d. 

The focal characteristics curve of the sharpness values of the calibration board image
in every position and coordinate z is shown in Fig. 6. The sharpness values of images

a b

c d

Fig. 5. Depth-of-field range analysis. Image captured by the proposed system in the focal position (a),
the proposed system at 2.5 mm from the focal position (b), the system without the aperture in the focal
position (c), and the system without the aperture at 2.5 mm from the focal position (d).
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are represented using the Tenengrad function. Compared to the system without the ap-
erture, the clear imaging range of the proposed system is much greater.

4.4. Relationship between focal plane moving distance 
and multi-aperture imaging deviation

When the multi-aperture imaging deviation of a point in space was zero, the point was
located on the focal plane. The multi-aperture imaging deviation of different points on
the calibration board became zero in different z positions. At this moment, the point
was on the focal plane. The center of the solid dots on the calibration board was taken
as the reference point, and 7 × 10 points on the focal plane were obtained. The focal
plane could be obtained by plane fitting, as shown in Fig. 7, where the focal plane and
calibration board plane are at a certain angle.

Assuming that the relationship between the focal plane moving distance and multi
-aperture imaging deviation was linear, a blue line was drawn, as shown in Fig. 7b. It
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is observed in the figure that a large fitting error occurs. The aperture diameter is too
small to markedly expand the depth-of-field of the imaging system, which invalidates
the condition that S is much larger than z. A nonlinear relationship exists between z
and multi-aperture imaging deviation. The two polynomials are used to fit the curve,
which greatly reduces the fitting error, as shown by the black line in Fig. 7b.

The focal plane moving distance of the space point could be obtained by the multi
-aperture imaging deviation. The z coordinate of the corresponding focal point could
be obtained by the (x, y) coordinates of the space point; then, the z coordinates of the
space point were obtained. 

4.5. Image coordinate and focal plane moving distance

From Eq. (6), it is known that the image coordinates vary with focal plane moving dis-
tance, and the change relation can be expressed by a quadratic polynomial. For each
solid dot on the calibration board, the relation curve is drawn by extracting the central
coordinates of each Z position corresponding to the image and curve fitting (Fig. 8).
Four curves of the center of the solid dots at different positions are drawn in Fig. 8.
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The black line is the result of linear fitting; the red line is the result of quadratic polyno-
mial fitting. It is observed that a quadratic polynomial relationship exists between the
image coordinates and Δz. The coefficients of the quadratic polynomial corresponding
to different solid dots are different. 

Each solid dot corresponds to a curve, i.e., the coefficients are determined by the
spatial coordinates (x, y). By point plotting and plane fitting, the relationship between
coefficient b and the spatial coordinates (x, y) is obtained as shown in Fig. 9.

From Eq. (7), it is evident that the relationships between a, d, and b are linear, and
the coefficients can be obtained by linear fitting as shown in Fig. 10. The results of the
above calibration process are shown in Table 1.

4.6. Calibration results evaluation

The calibration board was driven by a precision angular rotation table to rotate at
a specific angle. The calibration results were evaluated by the center distance of the
solid dots and the angle between the boards at different positions. In the experiment,
the standard distance between the centers of the solid dots was 1 mm. The board rotates

0.05

–4

0.01

4

8

C
o

e
ff

ic
ie

n
t 

a
f

Coefficient bf

–0.03 –0.01

0

2

Fig. 10.  Relationships between coefficients: af  vs. bf  (a), df  vs. bf  (b), ag vs. bg (c), and dg vs. bg (d).

× 10–7

6

–6

–2

0.03

a

0.05

1000

0.01

4000

6000

C
o

e
ff

ic
ie

n
t 

d
f

Coefficient bf

–0.03 –0.01

3000

5000

0

2000

0.03

b

0.03

–3

0.01

3

5

C
o

e
ff

ic
ie

n
t 

a
g

Coefficient bg

–0.02 –0.01

0

2

× 10–7

4

–4

–2

0.02

c

0.03

500

0.01

2500

3500

C
o

e
ff

ic
ie

n
t 

d
g

Coefficient bg

–0.02 –0.01

1500

3000

0

1000

0.02

d

1

–1

0.00 0.00

2000



544 SHENGLI FAN et al.
four times at 6° each time. The root mean square error (RMSE) was used to evaluate
the accuracy of the 3D measurement [14, 15] 

(12)

where di is the measured center distance of the solid dots and ds is the standard distance
which is 1 mm in the experiment; n is the number of the distance measured. The results
are shown in Table 2. The distances include two directions: horizontal and vertical.

As shown in Fig. 11, the center of the solid dots at different positions is drawn and
four space planes are obtained by plane fitting. The angles between the adjacent planes
are 6.1225°, 5.8180°, and 5.7262°, with a maximum error of 4.56%. 

T a b l e 1. Parameter calibration results.

Focal plane equation z = 8.6943 × 103 – 0.0041x + 0.0104y 

Relationship of focal plane moving
distance Δz and multi-aperture imag-
ing deviation Δu 

Δz = –0.0027 + 24.8756Δu – 0.0096Δu2

Relationship of (bf , bg) and (x, y) 

Relationship of coefficients  

bf

bg

1

6.7977 10
6–× 1.6149 10

7–×– 0.0196–

1.5935 10
7–× 6.7953 10

6–× 0.0179–

0 0 1

x

y

1

=

af 1.4731 10
5–× bf 2.0620 10

8–×+=

df 6.4068 10
4× bf 1.9548 10

3×+=

ag 1.4615 10
5–× bg 1.3818 10

8–×–=

dg 6.4117 10
4× bg 1.5078 10

3×+=









RMSE
di ds–( )2

i 1=

n


n

---------------------------------------------=

T a b l e 2. Calibration result evaluation. 

Plane Direction RMSE [μm] Min [μm] Max [μm] Avg [μm]

Π1 Horizontal 4.8286 –1.2676 8.4174 3.4442

Vertical 2.8651 1.3631 4.7902 –1.6746

Π2 Horizontal 3.6221 –6.2525 3.0489 1.2672

Vertical 1.5471 –2.6293 –0.3150 0.5673

Π3 Horizontal 3.5908 –3.3981 6.7564 2.7805

Vertical 1.7636 0.5840 3.0187 –1.4553

Π4 Horizontal 3.3797 –4.4176 5.7370 1.6924

Vertical 0.8453 –1.2843 2.0718 0.3129

Π1 and Π2 Π2 and Π3 Π3 and Π4

Included angle [deg] 6.1225 5.8180 5.7262

Error [%] 2.04 3.03 4.56
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4.7. Three dimensional reconstruction of actual objects

An electrolytic capacitor, a chip and a battery are chosen as test samples. Two images
of each sample were obtained by moving the aperture, as shown in Figs. 12a–12f. Dis-
parity maps are obtained using a stereo matching algorithm, as shown in Figs. 12g–12i.
The coordinates of the right and left matching points were obtained using the disparity
maps. The 3D coordinates of the spatial points were obtained by the proposed 3D mea-
surement method. The 3D model is shown in Figs. 12j–12l.

5. Conclusion

In this paper, a 3D measurement method based on a moving aperture was proposed.
Different images were obtained by changing the aperture position, and a stereo vision
method was used to reconstruct the 3D scene. In the proposed approach, the aperture
enlarges the depth-of-field of the measurement system, such that the original linear model
is not applicable. By analyzing the principle of super depth-of-field micro-imaging,
a 3D measurement method based on a nonlinear model was established. The model
parameters were calibrated using a calibration board and precise motorized stages. Ex-
perimental results showed that the maximum error of distance measurement was 0.84%,
and the maximum angle measurement error was 4.56%.
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