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Abstract

A problem of optimization of a sea transport opgeratin safety and reliability aspect is discussedhe
paper. To describe and solve this problem, a searkb/ decision processes theory is applied. Tha-sem
Markov decision process as a model of the seapgamheperation is constructed. An algorithm whidlows

to compute the optimal strategy of the operatiosaifety and reliability aspect is presented.

1. Introduction QY (1) = pF (t) (2)

Semi-Markov decision processes theory delivers
methods giving the opportunity to control an It determines the evolution of the system on the
operation processes of the systems. In such Kind o interval [7,,7,,,). More precisely, the decision
problems we want to choose the most rewarding ¢ (; y=kOD  means, that according to the
process among some alternatives available for the d'l "o s ~ _
operation. istribution (p;”:jOS), S={12,...,N} a statej

is drawn, for which the process jumps at the

2. Semi-Markov decision processes momentr,,,, and the length of the interval

Semi-Markov decision processes theory was de [7.:7..) is chosen according to distribution given
veloped by Jewell [6], Howard [5], Main & Osaki by theCDF Fij(k) ().

[9], Gercbacha [2]. Those processes were also
discussed by F.Grabski [3].

Semi-Markov (SM) decision process is such SM
process with a finite states space, that itscdtajg
depends on decisions which are made at an initial

instant 7, and at the states changes moments 'S called astrategy. The strategy is said to be
. Markovian, if for every state iJS, and every
7,,...T,,.... By d (r,) we denote a decision at the

moment 7,,n=12,... of the state change the
decision d,(r,) 0D, does not depend on process
evolution until the momentr, Moreover, if this
decision does not depend on, d,(7,) =d,, then

it is called a stationary decision. In this case w
obtain a homogeneous semi-Markov process.
Optimization of the semi-Markov decision process
consists in choosing the strategy which maximizes
the gain of the system.

A sequence

d ={(d,(z,),....d, () :n= 012,...} 3)

moment 7., under condition X(r,)=i. We

assume that a set of decision in each state
denoting byD, , is finite. To take decisionkOD,,

means to selectkth row among the alternating
rows of the semi-Markov kernels.

{Q¥(t):t=0k0D,,i,jOS} (1)

where
3. Optimization for afinite states change
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We will consider only a problem of semi-Markov condition that the process has just entered the sta

process optimization for a finite states change j OS atthe moment, and a sequence of polices
so we will investigate the process at time interva
[0.7,)- d,, ={(8,(7,),-0, (7,)) i =1, m-1},

To formulate the optimization problem we have to
introduce the reward structure for the process. We
assume that the system occupies the stataving
chosen a successor state it earns a gain (reward)
at a rate

is choosen .

The expected value of the gain during a time

interval [0, 7, Junder the condition that the initial

state isiS [0, 7,) is the expected value of the

rij‘k’(x), i,j0S,kOD, (4) gair_w (reward_) that is generated by the process
during a time interval[0,7;) and the gain

(reward) that is generated by the process during a

at atimex entering stata for a decisionkOD, . ) )
time [7,,7,). Since

The function rijk(x) is called the “yield rate” of
statei attime x when the successor stateisjand v (g y=U® + ¥ p®Vv (d_.), i0S (8)
k is chosen decision [6]. A negative reward at a rat o I

r’(x) denotes loss or a cost of that one. A value

: By substitutionwe obtain
of a function

V(d,) = X J(RO (@) +b®)dQ® (t) +

(0 =[r"(9dx i,j0S k0D (5)
+ PV, (d,,), 10

(9)

denotes the reward the system earns by spending a
timetin statei before making a transition to state
j for the decisiork 0 D, . When the transition from
the statei to statej for the decisionk is
actually made , the system earns a bonus a fixed 7,

The strategy (the sequence of police$) is called
optimal in a gain maximum problem on interval
r,) for the semi-Markov decision process

sum. The bonus is denotes by which start from a state, if
bi](k), i,jOS, kOD, (6) V,(d,)= ng?{vi (d,)]
A number It means that
U =3 [(R® (1) +b)dQ® (1) 7) V(d,) 2 V,(d,)
i%s o

for all strategied ;.

is an expected value of the gain (reward) that is The optimal strategy we can get by using the

generated by the process in statat one interval dvnamic proaramming  technique. AopIvin
of its realization for the decisiokD,; . B}(/ellman Srin?:iple Ofg optimali(':[{y we gFe):? yang
By V.(d,),i0S we denote the expected value of algorithm for obtaining the optimal strategy. This
the gain (reward) that is generated by the processalgorithm is defined by the following formulas
during a time interval0, 7, gnder the condition

that the initial state i$S0S and a sequence of Vi(d,)= %glﬂu &+ %S PV, (d; )], 10
polices is igs.n=1..m (10)
d, =((,(7,),....0y(r,)):n=0L...m-1 X )

By V,(d,,), j0S we denote the expected value

of the gain (reward) that is generated by the To obtain the policed, we start from (11). Based
process during a time intervii,,7,) under the ~ onformula
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Vi(d)) =maqu @ + 3 pV, (d;)], i0S F (t)=P(¢® <t), i = 1234, kOD,,,
i jos i
we find strategy The perturbation degreases the probability ef th
operation failure. We suppose that time to failofre
d; =((J, (1,),....0, (,)) :n= 01) the perturbed operation on the-th stage for

decision kD, is a nonnegative random variable

. . . . (k) 1 dictribti :
in next step Continue this procedure we obtain the Vi that has a exponential distribution with a
optimal strategy parameter g"

dm = ((51 (Tn)-----JN (Tn)) :n=01...m-1) P(Vi(k) St)zl—e_ﬂi(k)l; i=1234, kO D4+i
4. Decision semi-M arkov modél of a sea

. We assume that all those random variables are
transport operation

mutually independent.

The sea transport operation consist of some steps,

which are realized in turn. Duration of the each 4.2. Model

stage is assumed to be positive random variable. o

Events that cause perturbation of the ship religbil ~ TO construct model we start from a definition of th

or (and) safety my occur during operation. The Operation states. Suppose the states of the ship
perturbations increase the time of operation aed th Ope€ration are:

probability of failure as well. The main goal ofgh 1. stopover of the ship, loading and unloading
paper is to construct semi-Markov decision process in the port A
describing a simple sea transport operation. 2. cruise from the port A to port B
3. stopover, loading and unloading in the port

4.1. Description and assumptions B,

_ _ 4. cruise from the port B to port A
The sea transport operation consists ofstages 5. the ship stopover, loading and unloading in
which following in turn. The stage assume to be: the port A with perturbation of its
stopover of the ship in the port A, cruise frdme t reliability or (and) safety
port A toport B stopover in the port B, ise 6. cruise from the port A to port B with
from the port B to port A . perturbation of its reliability or (and) safety
We assume the duration @fth stage for decision 7. stopover, loading and unloading in the
kOD,, is a nonnegative random varial€ with port

B with perturbation of its reliability or
(and)  safety

© . 8. cruise from the port B to port A with
F (t)=P(® <t) i= 1234 kOD, perturbation of its reliability or (and) safety
' 9. failure of the operation

a cumulative probability distribution function

Operation on each step may be perturbed. We_l_ " h for th ¢ . tion i
assume that no more than one event causing the ransition graph for the sea transport operation 1S

perturbation of the operation omnth stage for shown inFigure 1.
decision kOD,, may occur. The time to this

event is a nonnegative random variabf€ with an
exponential probability distribution

F . ()=Pl® <t)=1-e"", i= 1234, kOD,

i

The duration of the perturbaeth stage of the sea
transport operation for decisiokD,, , is a

nonnegative random variable® with a
probability distribution
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Figure 1.Transition graph for the sea transport
operation

To obtain a semi-Markov model we have to define
all nonnegative elements of the semi- Markov
kernel see [3], [4], [8].

The semi-Markov kernel corresponding to the
graph shown ifrigure 1 take a form

@ o 0o o0 Q@ 0o 0 0 O]
0@ o0 0o 0 Q@ 0 0 O
0 0@ 0o 0 0 Q 0 O
Q o o0 0 0 0 0 Q@ o
M=o @ 0o 0 0 0 0 0 Q
0 0@ 0o 0 0O 0 0 Qv
0 0 0QY o0 0 0 0 Q¥

Q o o0 0 0 0 O O QY

Q¥ o 0 0 0 0O 0O 0 O

Based on assumptiomge have to define functions
Qi}k) = Qi}k) (t) = piﬁk) Fij(k) (t); t=0

5 (1) = P(&EY <t, &9 <pi} =
—j N XdF(k)(x), k0D,

55 (1) =P st <&} =
(k) ~of*) x
=a! j[l—F{(k)(x)]e 1 *dx, kOD,
0 1

s (1) = P(fz‘k) <t,&7 <n} =
t —{7 X
=[e £ dFék)(x), kOD,

0

102

t

:J'e_é)

T
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9= PO <t <&} =

— 0| -af) x
=a/! g[l— F g0 (xJle™™ "dx, kOD,

(k) (t) P(ﬂk) <t, ﬂk) <’74(,k)} -

(k)

e *dF w(x), kOD,
0 4

w () =P(1,7 <t, 70 <&} =

=a® (- F.
0

W (e "dx, kOD,
4

@ (1) =P(c <t ¢ <v} =

FON
=je1 d
0

w (1) =P <tv;

t
- A - F
0 ¢

Fo(x) kOD,
1

(0 < ¢y =

(SN
w (X1e™ “dx, kOD,
1

W (1) =P(¢ <t, ¢ <v} =

t_ (k)
=[e”2 "dF
0 3

w (x), kOD,

w (=P, sty <} =

t
= A j-F
0 <

O
w (X1e”2 “dx, kDD,
2

90 =Pl st <vi) =

(k)

t o X
=[e™”* “dF
0 <.

0 (x), kOD,

w0 (1) =Ps” <ty <¢f} =

t
=p[1-F
0 3

o (X)) e’ “dx, kOD,

(k) (t) P(C(k) <t, C(k) < V(k)} -

ON
=je4d
0

F (X kOD,
4

()= P <t, vl <} =

t
= ,Bik)”l_ Fﬂ(k)
0 4

(SN
(x)le” *dx, kOD,
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Having the semi-Markov kernel we can find ) —
transition matrix of the embedded Markov chain. 60
Elements of this matrix are given by the formula

50
(k)j[l F(k)()]e”2 dx, kOD,

® =fe" "dF , (x) kOD
pék) - ||m Q(k) (t), t>0 p74 ° Cgk) ' 7

Since we have _ -5 x
piY =B [1-F 4 (le™ "dx, k0D,
B 0o 0o 0 p 0o 0 0 O]
(K) () o _plk)
0 @ 0 0 00 00 P = e "dF ) () k0D,
0o 0o pY o 0o o0 pf¥ 0 O 0 G
pP 0 0 0 0O 0 0 p¢ O “
A O O Py = A T-F (e "0 kD,
0O 0 p¥ 0 0 0 O O ¢
0o 0 0o p o o o O p¥ . -
© Prs p;ﬁ) To construct the semi-Markov decision model of
g 0 0 0 O O 0 0 p¥ h \ q al
“ 0 0o 0 0 0 0 0 o the sea transport operations we need also to assume
e J sets of decisionsD,, i =12,....9, which generate
where parameters. For simplicity we suppose that each set
D,, i=12,...9, consists of two components only:
o _ (k) D ={1,2} i=12..9
(k) — {71 X I
P =[e dF g (). kOD, We assume
(k) r(x)=r0R, kOD,,

pi?‘ﬂ‘k)f[l F o (X)le™ "dx, k0D,

£ i,jOS=1{12,..9}

pl = Te“’%k) XdFE(k) (x) kOD, From (5) and (7) we obtain
0

© _® ng) ()= rij(k)tv i,jO0S, kUOD,
Pl =af’ [L-F , (x]le™ "dx, k0D,
0 2

and
péﬁ) :g _03 (k) (X)- kO D, U © = Z p.(k) (r(k)mﬁk) + bi,‘k’)
oK) (k) — (k) ;
plo _a<k>“1 = (k)( )] s *dx, kOD, where mi —.E('I'ij ) denong the expectation of
the holding time of the state if the successor state
will be j.

o _ (k)
p¥ =[e™™ "dF . (x), kOD _ _ _
“ { f&k’( ) ! 4.3. Algorithm of choosing optimal strategy

for the sea transport operations

< _a(k)x
pi =@ [[L-F 4 (x)e™ "dx, kOD, 1. For all i0S={12..9} and kOD, ={1, 2}
compute
0 = 7oA x
e U = 3 bl P+

o ON 2. ForalliOS={12,...9} find d; such that
Py’ =B [L-F (x]e™ *dx, kOD,

*\ — (k)
. Vi(do) =maxu;™ ]
pl =£e'”2 Xchék) (x), kOD,
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3. For I=1,2,...,m-1and for alli 0 S find d; and

such that
b(2)

(2) . .
5, Dy for decision 2

Vv, (df) = IE%){U i(k) + %:s pﬁk)Vj (d|*-1)] o
' ! should be known for a decision maker.

5. Concluding remarks The expected value of the gain (reward) which is
To formulate the real optimization problem of the 9enerated by the process in st@eat one interval
sea transport operation we have to know decisions Of its realization for the decision 1 and 2 are

in each state and the corresponding parameters.

For example, for the state 2 the set of decision D2 U;” = pQ(rmg +bl) + p (rg mi + by

could consist of two options 1 and 2 where,

1 - normal cruise

2 - fast cruise U = pd (9 m? +b2) + p (rg mig + b
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The expectations of the holding timaee positive
numbers:

m{), m{ for decision 1
and
m?, m? for decision 2

The bonus denoting the gain in the state 2 which
are positive numbers:

b¥, b¥® for decision 1
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