
Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.17, No. 2, 2015288

Article citation info:

1. Introduction

Airborne network plays a key role in the integration of modern 
airplanes. Avionics full duplex switched Ethernet (AFDX) [4] was 
developed by Airbus aiming to provide 100Mbps bandwidth with de-
terministic quality of service, and has been successfully applied in 
several advanced aircrafts, such as A380, Boeing 787, etc. For avion-
ics applications, the real-time requirement is essential, so the delay 
reliability needs to be estimated to ensure that the network configura-
tion satisfies the customer requirement. Customers define maximum 
allowed frame delay (i.e., delay upper bound) on AFDX. If a frame 
delay exceeds the upper bound, the frame transmission is considered 
as a transmission failure. If not, it is regarded as a successful trans-
mission. The occurrence probability of successful transmission is the 
delay reliability, which is also named as transmission time reliability 
[22], delay-oriented reliability [34], and reliability with delay [18].

Network delay reliability was first introduced by Asakura and 
Kashiwadani [5] for road networks where it is named as transportation 
time reliability, and was then expanded by Li et al. [22] to computer 
networks. Similar studies are referred to [1, 14, 25, 28, 33], which 

investigate factors that affect delay reliability, and provide the cor-
responding estimation methods. However, traffic randomness, which 
has large effects on delay reliability as Meyer [26] and Ball [6] stated, 
was neglected in the above research, and traffic with high burst usu-
ally causes network performance degradation. Stochastic network 
calculus (SNC) was proposed to provide an elegant framework that 
can be used to evaluate the delay reliability with traffic randomness 
[15, 16, 24]. Traffic envelope and service envelope are used to bound 
traffic arrivals and the services offered at network nodes, respectively, 
and the delay reliability can be estimated based on the mathematical 
foundation of min-plus algebra.

When Ridouard et al. [29] first proposed SNC to evaluate the de-
lay reliability which uses the maximum allowable delay as the delay 
upper bound in AFDX in 2008, only pessimistic linear traffic enve-
lopes were used to bound AFDX traffic. Moreover, Yao [38] and Liu 
[23] summarized the current AFDX traffic models used to derive de-
terministic traffic envelopes, and found that the linear expression is 
the only form. In [17], Jiang summarized that there were two ways 
to estimate the delay reliability via SNC: (i) randomize the input of 
SNC, i.e., traffic and service envelope functions; (ii) randomize the 
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Ocena niezawodności czasu transmisji (czasu opóźnienia) jest niezbędną procedurą gwarantującą komunikację w czasie rzeczy-
wistym za pośrednictwem przełączanej pokładowej sieci ethernetowej typu AFDX (Avionics Full Duplex Switched Ethernet), która 
umożliwia równoczesną transmisję dwukierunkową. Stochastyczny rachunek sieciowy (SNC) można stosować do oceny niezawod-
ności przy zadanej górnej granicy opóźnienia. Do tej pory jednak, do ograniczania ruchu telekomunikacyjnego stosowano tylko 
liniową deterministyczną funkcję obwiedni (traffic envelope), która  nie oddaje  losowości ruchu telekomunikacyjnego i odbiega 
dalece od rzeczywistości. W niniejszej pracy zaproponowano rozwiązanie tego problemu wykorzystujące stochastyczną funkcję 
obwiedni ruchu telekomunikacyjnego. Wyprowadzono nowy algorytm probabilistyczny, który pozwala ocenić niezawodność czasu 
transmisji na podstawie funkcji obwiedni. Przeprowadzono badanie, w ramach którego testowano zaproponowaną metodę w śro-
dowisku testowym AFDX; wyniki testu pokazują, że ocena niezawodności czasu transmisji z wykorzystaniem zaproponowanego 
przez nas algorytmu jest znacznie bardziej zbliżona do estymacji empirycznej.
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reliability derivation based on deterministic traffic and service enve-
lopes (which are not randomized). The former one is an intrinsic sto-
chastic process, which randomizes the calculation source. However, 
as it is difficult to build stochastic traffic and service envelope func-
tions, to the best of our knowledge, only the latter idea has been ap-
plied in computing the delay reliability in AFDX [32]. However, since 
Lelend [21] discovered the self-similar property of Ethernet traffic, in 
which AFDX is a special case, linear traffic models cannot reflect the 
long range dependence and burstiness (i.e., self-similarity) of AFDX 
traffic [7, 19]. Therefore, the traffic self-similarity needs to be incor-
porated into the traffic envelope to improve the accuracy of the delay 
reliability estimation.

In this paper, we build a stochastic traffic envelope function, 
which randomizes the input of SNC, to reflect the self-similarity of 
AFDX traffic, and propose a new probabilistic algorithm to estimate 
the delay reliability based on the stochastic envelope functions, which 
gives a better approximation. This remainder of the paper is organized 
as follows. Section 2 details some basic knowledge about the AFDX. 
Based on a brief introduction of SNC theory, the stochastic envelope 
functions are analyzed for AFDX in Section 3. Particularly, the frac-
tional Brownian motion (FBM), which is commonly used to model 
the self-similar traffic of Ethernet, is introduced to model the non-lin-
ear aggregate traffic in AFDX. Section 4 derives the delay reliability 
according to the SNC theory. Case study is presented in Section 5, and 
it verifies that our proposed method can provide more accurate delay 
reliability estimation compared to the previous SNC methods. Finally, 
concluding remarks are provided in Section 6.

2. AFDX context

AFDX, originating from mature Ethernet technology, is a real-
time system. As shown in Fig. 1, an AFDX system comprises avion-
ics subsystems, end systems (ES) and a redundant switched system. 
Avionics subsystems, such as flight control system, global positioning 
system, etc., are designed to accomplish multiple avionics tasks. Avi-
onics computer systems are used to provide a computational environ-
ment for these avionics subsystems. Each avionics computer system 
contains an embedded ES that connects the avionics subsystems to an 
AFDX interconnect. The ES is generally referred to as network inter-
face cards (NIC). The traffic between avionics subsystems is transmit-
ted through ESs and the switched system. All frames copied at the ES 
are sent on both networks in the redundant switched system, and are 
finally received by the destination ES. Moreover, a gateway provides 
interconnection between AFDX and Internet.

In AFDX, the deterministic end-to-end transmission is guaranteed 
by the virtual link (VL) mechanism [23]. VL can be seen as a unidi-
rectional logical channel from one source ES to one or more desti-
nations, which defines a deterministic communication path. All the 
data transmission between ESs are accomplished through VLs in the 
AFDX. To guarantee the deterministic data exchange, each VL is as-
signed to a maximum allowed frame size (Lm), a maximum allowed 

jitter (Jm), a bandwidth allocation gap (BAG) and a maximum band-
width, where BAG is the minimum time interval between the start of 
consecutive frames. Normally, Sm is denoted as the maximum frame 
size with interframe gap, i.e., Sm=Lm+20 Bytes, where interframe gap 
is a minimum idle period between transmission of frames.

The end-to-end delay of a certain frame F transmitted on a VL can 
be described as the sum of transmission delays on links and latencies 
in switches between source and destination. According to [32], it can 
be defined as:

 F F F FD LD TD BD= + +  (1)

where FLD  is the transmission delay over the link, FTD  is the tech-

nical processing delay, and FBD  is the delay in switch buffer. In par-

ticular, FLD  is determined by ( ) /F L mLD m S F R= × , where Lm  is 

the number of links in the VL, ( )mS F  is the frame size with inter-

frame gap, and R is the link bandwidth; FTD  is caused by the protocol 
process in switches, such as frame policing and filtering. According 
to AFDX specification [4], the processing delay at one switch does 
not exceed 16 μs. As the number of swithes in the AFDX is not large, 

hence FTD  can be regarded as a fixed value, i.e., TD mF s= ×16 µs, 

where ms is the number of switches in the VL; FBD  is determined by 
the frame queuing process, which highly depends on the traffic load 

of each switch port [32]. As FLD  and FTD  are fixed values for a 
deterministic AFDX configuration, we focus on how to model delay 

reliability with FBD  consideration in our study.

3. Envelope functions for stochastic network calculus

Section 3.1 introduces the basic knowledge of the SNC theory, 
and the envelope functions for AFDX, i.e., STP and SSP, are derived 
based on the characteristics of AFDX traffic in Section 3.2 and 3.3, 
respectively.

3.1. Stochastic network calculus

SNC provides an analytical framework of the probabilistic upper 
bound estimation for BD (i.e., the delay in the switch buffer) [16], and 
its analytical expression is as follows:

 Pr( ) ( )U UBD BD f BD≥ ≤ , (2)

where UBD  is the delay upper bound requirement of BD, and f is the 
violable function.

Eq. (2) can be used to calculate the conservative end-to-end delay 
reliability as:

   

Pr(D D )
1 Pr(D D )
1 Pr( D )
1 (D ),

D U

U

U

U

R

LD TD BD
f LD TD

= ≤

= − ≥

= − + + ≥

≥ − − −

    (3)

where RD is delay reliability with the end-
to-end delay upper bound DU.

In the SNC algorithm, left-continuous 
stochastic processes A(t) and A*(t) are used 
to quantify cumulative arrivals and depar-
tures of a traffic flow in the time period 
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[0,t). Intuitively, we use A(s,t):=A(t)−A(s) to denote the accumulative 
arriving traffic in the time period [s,t).

Definition 1: A non-random function α(t) is a stochastic traffic en-
velope (STP) for an arrival process A if it bounds arrivals over a time 
interval by the following equation, for all 0t s≥ ≥  and for all σ ≥ 0 ,

 Pr( ( , ) ( ) ) ( )A s t t s fA> − + ≤α σ σ , (4)

where fA( )σ  is a non-negative, non-increasing function known as 

the violable probability function of α(t), and satisfies fA( )σ → 0  as 
σ →∞ .

Definition 2: A stochastic service envelope(SSP) for a network 

system with arrival traffic A is a function β ( )t , if for all δ>0,

 Pr( ( ) ( ) ) ( )*A t A t gA⊗ − > ≤β δ δ , (5)

where symbol ⊗  is the min-plus convolution: 

a b x a y b x yy x⊗ = + −≤ ≤( ) inf [ ( ) ( )]0 , gA( )δ  is the violable function 

of β ( )t .
The delay in the network switch buffer at time t can be defined as:

 BD t A t A tt( ) inf { , ( ) ( )}*= − ≤≤ ≤0 τ τ τ . (6)

As is shown in Fig. 2, the delay at time t1 in the network switch buffer 
actually is the horizontal distance of STP and SSP. With STP and SSP, 
SNC can be applied to derive the delay reliability via Eq. (6). Note 

that ( )f ⋅  in Eq. (6) is a compound function of fA( )σ  and gA( )δ .

When there are multiple flows competing for service resources in 
a system, the following theorem presented in [16] provides a useful 
technique to construct SSP for a single flow.

Theorem 1 (Left-over service characterization): Consider the case 
where two traffic flows A1 and A2 compete for resources in a switch 
system under the scheduling policy. Assume the SSP of the network 

system is β ( )t , the STP of Ai is αi(t), and the SSP β ( )t  provided by 

the system for Ai can be expressed as β β αi At t t
j

( ) max{ ( ) ( ), }= − 0
 (i=1,2, and j=3−i), and its violable function can be calculated as 

( ) ( )
i jA Ag x g f x= ⊗ .

3.2. Stochastic traffic envelope 

In the switched network of AFDX, the traffic arrival process is 
determined by its departural process at the source ES, as the frame 
transmission on link dose not change the frame interval. To guarantee 
the BAG for each VL, the traffic at ES outports are regulated by traffic 
regulator, and no more than one frame can be sent out in each interval 

of BAG. When multiple VLs exist, the VL scheduler will introduce 
jitter for the frame if it arrives at a non-empty virtual link queue. The 
frame transmitting process at the ES outport is illustrated in Fig. 3. 

Therefore, in the ith VL, the frame intervals are between i
i mBAG J−  

and i
i mBAG J+ , where i

mJ  is the jitter of the ith VL. 

In a switch, the queuing is occured at the outport. In one outport 
(see Fig. 4), except the VLi traffic under estimation, other traffic of 
VLs, i.e., background traffic, is also transmitted through the same 
outport. Note that, background traffic is actually a superposition of 
frames from all VLs in the outport except the ith VL. Let Ai(t) and 
AB(t) be the cumulative arrivals of VLi and background traffic flow in 
the time period [0, t), respectively.

3.2.1. The stochastic traffic envelope for VLi

In the previous study [23], as seen in Fig. 5, a series of frames are 
transmitted through VLi, and the linear traffic envelope (LTP) is built 
for the worst-case situation, i.e., transmitting maximum-size frames 
with the minimum transmission intervals. Hence, LTP αi t( )  (in bits) 
for Ai can be expressed as:

 αi m
i m

i

i
t S S

BAG
t( ) = +8 8
. (7)

From Eq. (4), the STP of VLi can be written as:

 Pr ( , ) ( ) ( )A s t t s fi i i> − +( ) ≤α σ σ , (8)

and the corresponding fi ( )σ = 0 , as the LTP αi t( )  can surely bound 
the traffic. 

3.2.2. The stochastic traffic envelope for the background traffic

When multiple VLs exist in a physical link, the aggregate traffic 

LTP αB t( )  can be obtained as:

 αB m
i

i

m
i

ii
t S S

BAG
t( ) .= +∑ ∑8 8  (9)

Fig. 2. Transmission delay bound

Fig. 3. Frame transmitting process in multiple VLs at an ES outport

Fig. 4. VLi traffic under estimation and its background traffic at the switch
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In [23, 32, 38], the above LTP is applied to estimate the delay reli-
ability using SNC. Obviously, Eq. (7) provides a rough bound of the 
cumulative traffic in a single VL, and Eq. (9) supposes that the traffic 
statistical characteristics do not change after the traffic is aggregated 
from different VLs at switches. However, it is not the real situation, 
as aggregating process in AFDX may lead to a non-linear statistical 
property, i.e., self-similarity appears.

In order to illustrate the statistical characteristics of the AFDX 
aggregate traffic, we collected time intervals between frames from four 
AFDX traffic, as shown in Fig. 6. One can see that some large traffic 
occurs with a small probability, which shows the traffic burstiness. 
Moreover, the traffic self-similarity property can be verified by the 
Hurst parameter (H). Using the absolute value method with the tool 
designed by Karagiannis [20], the H values of the collected data can 
be calculated as follows: 0.820, 0.763, 0.693 and 0.778, respectively, 
which show typical self-similar characteristics (Clegg [7] stated that 
the traffic self-similarity exsits if H>0.5). This is consistent with the 
traffic feature of Ethernet, in which the self-similarity has been widely 
recognized [9, 36]. 

Willinger [35] first applied fractal brown motion(FBM) to model 
self-similar aggregate traffic in 1998. Nowadays, FBM is widely used 
to model the aggregate traffic (see [7, 9, 19] for details). Rizk and Fi-
dler [30, 31] analyzed the envelope function of FBM, and their result 
has been applied to derive performance bound in Internet. Hence, in 
this paper, we adopt FBM to model AFDX aggregate traffic, i.e., the 

aggregate traffic αB t( )  can be computed as:

 α α ρ ρωB i
i

n
Ht t t B t( ) ( ) ( )= = +

=
∑

1

2 , (10)

where n is the number of VLs of the background traffic, ρ is the mean 
arrival rate, ω2 is the variance of traffic flow, and BH(t) is a trace of FBM 

with the Hurst parameter (0.5,1)H ∈ , which depends on n. FBM is 
used to model the traffic deviations from its mean value, and the self-
similarity is characterized by H in FBM. According to the property of 

FBM presented by Duffield et al. [8], for ∀ ≥σ ,c 0 , αB t( )  satisfies:

ln Pr ( , ) ( ) inf ( ) /( ) ( )A s t t s c cB B
H

c
H− − ≥[ ]{ } ≤ − +{ }− − −α σ σ ρ2 1 2 1 2 2 .(11)

In order to simplify Eq. (11), the minimum value of 

c cH− − +2 1 2 2( ) ( ) /ρ  over c>0 can be obtained at c=(1−H)ρ/H by 
derivation. Substituting the value of c into Eq. (11) yields:

Pr ( , ) ( ) min ,exp .
( )

A s t t s
H HB B

H
− − ≥[ ] ≤ −

−
















−
α σ

σ ρ1 0 5
1

2 1 22H






















.   (12)

Therefore, the right part of Eq. (12) can be viewed as the violable 
probability function, i.e.,

f
H HB

H H
( ) min ,exp .

( )
σ

σ ρ
= −

−


































−

1 0 5
1

2 1 2
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3.3.  Stochastic service envelope

As shown in Fig. 4, the service resource 
competition between traffic in the ith VL and 
background traffic widely exists at the switch 
outports. Suppose that the switches are in the 

work-conserving manner, then the SSP β ( )t  
for the aggregate traffic at a switch outport can 
be obtained as [32]:

Pr( ( ) ( ) ) ( ),*A t A t g⊗ − > ≤β δ δ        (13)

where A(t) and A*(t) are the cumulative arrivals 
and departures of the aggregate traffic at the 

switch outport, β ( )t Ct=  and g(δ)=0, C is the 
bandwidth of the switch outport. According to 
the left-over service theorem (Theorem 1), we 

can derive the SSP βi t( )  for VLi as:

         Pr( ( ) ( ) ) ( ),*A t A t gi i i i⊗ − > ≤β δ δ  (14)

Fig. 5. Cumulative process of frames and linear envelope function in VLi

Fig. 6 Time interval between frames 
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where β β αi Bt t t( ) max{ ( ) ( ), }= − 0 , and g g f fi B B( ) ( ) ( )δ δ δ= ⊗ =  
as g(δ)=0.

4. Reliability estimation with the given delay upper 
bound

With the basic knowledge of SNC theory, we can derive the fol-
lowing theorem to estimate the end-to-end delay reliability for a VL:

Theorem 2: Assume that a switch k whose SSP β ( )t  satisfies Eq. 
(13), provides service for multiple VLs in AFDX as shown in Fig. 
4. If the STPs for Ai and background traffic follow Eq. (8) and (12), 
respectively. We have:

 Pr( ) (( ) ), ,BD BD f C BDk U k B k U k≥ ≤ − ρ , (15)

where kBD  is the delay of a frame in the outport buffer at switch k, 
and BDU,k is the given upper bound requirement of k. For a VL with 
ms switches, the end-to-end delay reliability RD with the given delay 
upper bound BDU is given by:

 R f D LD TD

C

D B
U

kk

ms
≥ −

− −

−





















=
∑

1
1

1 ρ

. (16)

Proof: According to Eq. (6), the delay in the outpor buffer at switch 
k can be computed as:

BD A t A tk
t

i i= − ≤{ }
≤ ≤
inf , ( ) ( )*

0 τ
τ τ .

Hence, for any t>0, Pr( ) Pr ( ) ( )*BD d A t d A tk i i> ≤ − ≤{ }  holds. 

In order to compute the probability, for all [0, ]y t∈ , we have:

A t y A t A t y A s t si i i
s t y

i i
s t

( ) ( ) ( ) inf { ( ) ( )} inf*− − = − − + − +
≤ ≤ − ≤ ≤ −0 0

β
yy

i i i

s t y
i i i

A s t s A t

A t y A s t s

{ ( ) ( )} ( )

sup [ ( ) ( ) ( )]

*+ − −

≤ − − − −
≤ ≤ −

β

β
0

++ ⊗ −

= − − − − + − −
≤ ≤ −

A t A t

A s t y t y s t y s

i i i

s t y
i i i

β

α α

( ) ( )

sup [ ( , ) ( ) ( )

*

0
−− − + ⊗ −

≤ − − − −
≤ ≤ −

β β

α

i i i i

s t y
i i

t s A t A t

A s t y t y s

( )] ( ) ( )

sup [ ( , ) ( )]

*

0
++ − − − − + ⊗ −

≤ ≤ −

≤ ≤ −

sup [ ( ) ( )] ( ) ( )

sup

*

0

0

s t y
i i i i i

s t y

t y s t s A t A tα β β

 [[ ( ) ( )] ( ) ( )

sup (

*α β βi i i i i

s t y

m

t y s t s A t A t

S
BAG

t y

− − − − + ⊗ −

= − −
≤ ≤ −0

8 ss C t s B t s A t A tk k H i i i) ( )( ) ( ) ( ) ( )*− − − + −




+ ⊗ −ρ ρ ω β2

 − − + ⊗ −( ) ( ) ( ).*C y A t A tk i i iρ β

The equation   of the above inference holds as Eq. (8) shows 

Pr( ( , ) ( ) )A s t t si i> − + ≤α σ 0  for all σ>0. Since BH(t) is used as a de-

viation and has expectation zero, ρ ωk HB t s2 ( )−  is assigned to 0 in 
statistical sense, in addition, the bandwidth C of the outport is larger 
than 8Sm/BAG+ρk, and hence the maximum value of

 
8 2S
BAG

t y s C t s B t sm
k k H( ) ( )( ) ( )− − − − − + −





ρ ρ ω

over [0, ]s t y∈ −  is obtained at s=t−y, which yields the equation  .
Therefore, we have

 A t d A t A t A t C di i i i i k( ) ( ) ( ) ( ) ( )* *− − ≤ ⊗ − − −β ρ .

Based on the above analysis, we can obtain,

 

Pr( ) inf Pr{ ( ) ( )}

inf Pr{ ( ) ( ) (

*

*

BD d A t d A t

A t A t C

k
t

i i
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≥ = − ≤

≤ ⊗ − ≥β −−

= ⊗ − = −

ρ

ρ ρ

k

B k B k

d

f g C d f C d

) }

(( ) ) (( ) ),

where fB is given in Eq. (12).
In a VL (with ms switches) whose end-to-end delay upper bound is 

UD , for each switch, we have Pr( ) (( ) ), ,BD BD f C BDk U k B k U k≤ ≥ − −1 ρ  . 
Solving:
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where the second equation holds as the traffic of the same VL is iden-
tical. We have: 
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Hence, the end-to-end delay reliability can be written as:

 

R D

BD D LD TD
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= ≤
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1 1 2f C BD f C BDB U B m US
ρ ρ

−−
− −
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=
∑

f D LD TD

C

B
U

SS

ms 1

1 ρ

.

According to Theorem 2, the delay reliability with a given delay 
upper bound can be obtained. The proposed method makes a distinct 
contribution to estimate the delay reliability for a certain VL: (1) the 
non-linear FBM aggregate traffic envelope is randomized, which rep-
resents the self-similarity of the AFDX background traffic; and (2) the 
compact algrithom for the delay reliability with a given delay upper 
bound is derived using STP and SSP, which is an intrinsic stochastic 
process.
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5. Case study

In this section, a case study is provided to illustrate the effective-
ness of the proposed method. We consider an AFDX with the topol-
ogy and parameters shown in Fig. 7 and Table 1. Messages are trans-
mitted from ES1, ES2 and ES3 to ES4 through SW1 and SW2. In 
this case, messages of all VLs are generated according to Pareto and 
exponential distributions, which form a typical self-similar traffic and 
is frequently used in network traffic analysis (see Addie et al. [2], 
Field et al. [10], Nadarajah [27], Yamkhin [37], and Fras et al. [11, 
12] for details). Our proposed algorithm is applicable to other heavy-
tailed traffic distributions only if its background traffic is self-similar. 
Moreover, this idea can also be applied in non-heavy-tailed traffic 
distribution based on similar derivation. In this case study, the delay 
reliability of VL11 is measured with a delay upper bound.

We conducted a test on an AFDX testbed to compute the empiri-
cal estimate of delay reliability, and the estimation results obtained 
by our method is much closer to the empirical estimate compared a 
previous method. 

5.1. AFDX testbed

Our AFDX testbed is shown in Fig. 8. In the testbed, there are 
three types of nodes as follows,

Three personal computers (1) (PC) embedded with ES peripheral 
component interconnect (PCI) cards, which are used as substi-
tutions of avionic subsystems. 
Two switches, which are used to forward frames to the destina-(2) 
tion. 
A test equipment, which is served as both test device and des-(3) 
tination ES.

Both ES PCI cards and switches, ACTRI-FDX-ES-PMC and 
ACTRI-FDX-SW-24, are designed and manufactured by an avionics 
institution in China. The test equipment [3], AFDX/ARINC664P7 
(AIM), is an advanced avionics test apparatus designed by AIM 
GmbH of Germany with nanosecond resolution. As a test device, it 

can capture transmission data to calculate the delay. As a destination 
ES, it can receive data transmitted from ES1, ES2 and ES3 via VLs. 
Traffic can be generated by the software installed in the three source 
ES, and transmitted to the destination, i.e., the AIM test equipment, 
via different VLs. Timestamps of each frame can be recorded at the 
outport of either source ES or switch by the AIM test equipment. The 
red dotted lines in Fig. 8 show an example of the timestamp capture, 
and the delay between the time that the frame departures the outports 
of ES1 and SW2 can be calculated using PBA.pro Databus Analyser 
& Analysis Software embedded in AIM.

5.2.  Test result and discussion

5.2.1. Empirical estimation from test

We conducted a test according to the 
configuration shown in Table 1, and mil-
lions of frames were collected by AIM. Ac-
cording to the data collected from the test, 
the Hurst parameter was estimated by the 
absolute value method as 0.778, which well 
satisfies the typical non-linear self-similar 
characteristics of the aggregate traffic.

As shown in Fig. 9, the delay obtained 
by AIM is in a range from 251 μs to 507 μs, 
and the empirical estimate of the delay reli-

ability can be obtained by:

 
ˆ ( ) UD

U
k

R D
n

= , (17)

where 
UDk  is the number of frames whose delay does not exceed the 

delay upper bound DU, and n is the total number collected. The test 
result is recorded using the green solid curve in Fig. 9.

5.2.2. Estimation by the new method

With the parameter presented in Table 1, we can calculate the 
transmission delay of frames in VL11 as:

 LD m S RL m= × = × × + × =/ ( ) /2 8 1518 20 100 10 2466 µ µs s,

Fig. 7. AFDX Topology
Fig. 8. AFDX testbed

Table 1. AFDX configuration

VL 
Number

Source
ES

Message genera-
tion parameters①

(λ, α, Xmin)

Destination
ES BAG (ms)

Lm
(byte)

R
(Mbps)

VL11-VL16 ES1 0.2,1.1, 3MB ES4 8,32,2,4,8,16

1518 100VL21-VL27 ES2 0.4, 1.1, 1MB ES4 8,1,64,16,16,128,64

VL31-VL38 ES3 0.6, 1.1, 133KB ES4 1,32,16,1,128,32,8,2

① The size X of avionics message generated by source ES is supposed to follow Pareto distribution: 
F X x X xX ( ) /min≤ = − ( )1 α, and the time interval Y between message generation follows exponential distribu-

tion with parameter λ: F Y y yY ( ) exp{ }≤ = − −1 λ . All parameters are adopted according to the statistical 

results presented in [13].
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According to AFDX specification, the processing delay can be 
calculated as:

 TD ms= × × =16 32µ µ µs=2 16 s s .

From the test, ρ1 and ρ2, the mean arrival rate in outport buffer of 
SW1 and SW2, are measured as ρ1=1.935 Mbps and ρ2=2.469 Mbps by 
AIM. According to Theorem 2, the delay reliability can be estimated 
under the given delay upper bounds. For example, if DU=500 μs, then 
BDU=DU−LD−TD=222 μs, and the delay reliability can be calculated as:
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As the sum of LD and TD is deterministic in the new method, i.e., 
278μs, the delay reliability keeps 0 when DU is smaller than 278μs. 
It is larger than the test result (251 μs), because fixed TD used in this 
method is actually an upper bound. When DU varies, the estimation 
results can be seen in the black dotted line in Fig. 9. 

5.2.3. Estimation by SNC proposed by [32]

Similarly, the delay reliability can also be estimated using SNC 
method from [32] with LTP (Eq. (9)), 

R D D C A s s BDD U k k U
k

K
= − > ≥ − −∑ +

=

−
1 1 1

1

1
Pr( ) exp( ( , , ))

ρ
,

where 1( , , )k kA s s d+  can be found in Theorem 1 of [32], and 

0 0 1= ≤ ≤ ≤ =s s sK τ  for any K +∈  and τ α β= ≤
≥

lim{ ( ) ( )}
u

i iu u
0  

. 

If d=4 ms, the delay reliability can be calculated as 0.96. When d var-
ies, the estimation results can be seen in the blue dashed line in 
Fig. 9.

5.2.4. Discussion

From Fig. 9, one can see that both estimates obtained by SNC 
methods are conservative estimates, as they exceed the empirical es-
timate from test for any given delay upper bound, as well as the delay 
upper bounds are larger than the test results for any given delay reli-
ability requirement. It is obvious that the black dotted curve (calcu-
lated by our SNC method) is much closer to the blue solid one (the test 
result) compared to the blue dashed one (calculated by SNC proposed 
by [32]). The major reason for the error is that LTP analyzes the worst-
case situation, i.e., each frame experiences the maximum queue as all 
frames from different VLs arrive at the switch together. STP captures 
a more realistic statistical feature of AFDX traffic by considering the 
traffic randomness, while LTP uses the worst-case situation. It means 
that the SNC method from [32] with LTP (Eq. (9)) is over conserva-
tive which may cause design waste. 

Moreover, if the delay reliability is given, one can calculate the 
delay upper bound. For example, if the given reliability requirement 
R=0.82, the delay upper bounds for the two SNC methods are 507μs 
and 3242 μs (see P1 and P2 in Fig. 9). If the reliability requirement in-
creases to R=0.96, the delay upper bounds are relaxed to 1179 μs and 
4013 μs, respectively. More discussions can be seen in Table 2. The 
results show our method is more accurate.

Further analysis reveals that: 1) compared to worst-case LTP, 
STP captures a more realistic statistical feature of AFDX traffic; 
2) SNC with STP and SSP randomizes the calculation source, i.e., 
traffic envelope and service envelope, which derives more accu-
racy result than the one with LTP. Table 3 is listed to compare the 
three methods.

6.  Conclusion

The current SNC algorithm based on linear deterministic traf-
fic envelop function cannot represent the traffic self-similarity 
(which has already been verified in the real situation) of AFDX. 
To solve the problem, a stochastic traffic envelope is proposed 
based on FBM model, a common analytical model of Ethernet 
aggregate traffic, to model the background aggregate traffic in 
AFDX. A closed form expression of reliability with the end-to-
end delay considerations is derived according to the framework of 
SNC theory, in which the traffic randomness is taken into account. 
The test result from a high-precision testbed verifies that our pro-
posed method can obtain a better estimation result compared to 

Fig. 9. Reliability with given delay upper bounds

Table 2. Delay upper bound of the three methods with different delay reliability

R
method 0.82 0.88 0.96 0.99

AIM

Du(ms)

0.253 0.254 0.255 0.279

SNC with STP 0.507 0.660 1.179 1.877

SNC with LTP 3.242 3.450 4.013 4.740

Table 3. Comparison of the three methods

methods traffic enve-
lope

service enve-
lope estimation

SNC with 
STP

statistical 
multiplexing

statistical mul-
tiplexing

Both traffic and service 
envelope are randomized, 
and the derivation is not 

randomized.

SNC with 
LTP worst-case worst-case

The reliability derivation 
is randomized with deter-
ministic traffic and service 

envelope.

AIM -- -- empirical estimation.



Eksploatacja i NiEzawodNosc – MaiNtENaNcE aNd REliability Vol.17, No. 2, 2015 295

sciENcE aNd tEchNology

the previous algorithm. To the best of our knowledge, this work is 
among the first that uses SNC with stochastic FBM envelope to de-
rive the reliability with the given delay upper bound in a deterministic 
AFDX configuration.

Since different scheduling algorithms are used in the outport 
buffers at the switch, an exploration of the effect caused by different 
scheduling algorithms will be studied in our future research.
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