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Abstract. This paper addresses the major challenges that reside on target coverage problem, which is one among the two primary sub-problems 
of node deployment problem. In order to accomplish a cost-efficient target coverage, a Voronoi partition-based, velocity added artificial bee 
colony algorithm (V-VABC) is introduced. The V-VABC is an advancement over the traditional, target-based Voronoi greedy algorithm (TV-
greedy). Moreover, the VABC component of V-VABC is a hybrid, heuristic search algorithm developed from the context of ABC and particle 
swarm optimization (PSO). The V-VABC is an attempt to solve the network, which has an equal number of both sensors and targets, which is 
a special case of TCOV. Simulation results show that V-VABC performs better than TV-greedy and the classical and base algorithms of V-VABC 
such as ABC and PSO.
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to be complex in large networks. Based on immune algorithm, 
a new centralized algorithm is used to maximize the coverage 
area with less energy utilization. So, the centralized algorithm 
has an advantage over the very low processing power of the 
sensor nodes [10].

Sensor deployment is the basic problem in WSNs. It is di-
vided into two kinds of methods: based on continued points 
and based on grid [11]. The system cost must be low and the 
connected system must cover the sensing field within WSNs. So, 
the minimum-cost and connectivity-guaranteed grid coverage 
(MCGC) occurs as an optimization problem [12]. This paper 
addresses the challenges in the first problem of the node deploy-
ment problem, termed target coverage (TCOV) problem [5]. In 
order to overcome the problem, a meta-heuristic search-based 
node deployment algorithm is proposed. The algorithm moves 
the sensors to cover the target at minimum movement distance, 
based on Voronoi diagram and heuristic search. The heuristic 
search is performed by adopting a hybrid version of artificial bee 
colony (ABC) and particle swarm optimization (PSO). Hence, 
the key contributions of this paper can be presented as follows.

We addressed the scenario of searching for servers (nodes) 
in the higher-order neighbour targets and the failure of the ex-
isting algorithm to handle it.

1. We propose a Voronoi partition-based velocity added 
ABC, abbreviated as V-VABC.

2. We hybridize the ABC with PSO to introduce velocity 
added ABC (VABC).

3. We have simulated the scenario of higher order neighbor-
hood searching for servers (nodes) and the superiority of 
V-VABC over TV-greedy algorithm.

The rest of the paper is organized as follows. Section 2 re-
views the related works and Section 3 gives the preliminaries 
of the system model and the objective of the TCOV solution. 
Section 4 explains the TV-greedy algorithm and the proposed 
V-VABC algorithm, and Section 5 details the hybrid version of 

1. Introduction

Recently, wireless sensor networks (WSNs) are applied in various 
fields, such as sensing, surveillance, and monitoring purposes [1] 
with two main objectives: targeted coverage and connectivity 
[2]. So, to improve the coverage and connectivity of the net-
work, sensor techniques are used [3, 4]. Deploying the sensor 
nodes to attain the maximum coverage with a minimum number 
of sensors is a challenging task. The surveillance of the WSN 
and quality of the detection power can be measured using the 
sensor coverage metric measure [5]. Network lifetime is also 
considered an important factor which determines the efficiency of 
a wireless sensor network. To achieve enhanced lifetime, energy 
usage should be reduced because of the battery-powered sensor 
nodes. Coverage problem includes the area coverage problem 
(covering the entire region) and target coverage problem (cov-
ering the specific area of interest). Target coverage is divided into 
simple coverage, k-coverage and Q-coverage [6]. Two types of 
sensor node deployments are introduced: random deployment 
(in an inaccessible region) and deterministic deployment (in an 
accessible region) [7, 8]. In the study, the optimal deployment of 
sensor nodes identification and scheduling is achieved using the 
artificial bee colony method. This method optimizes the target 
coverage and maximizes the lifetime of a network [6].

However, more studies have been done in detecting the 
target coverage with high detection probability, lowering the 
false alarm rate and detection delay. To prolong the network 
lifetime and minimize the mobility of the sensor nodes, many 
methods have been introduced [9]. Many heuristic approaches 
are used to maximize sensor coverage. Deterministic methods 
have been used to find the sensor coverage of 2D and 3D flat 
surfaces [5]. On the other hand, deterministic deployment seems 
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ABC, termed VABC. Section 6 discusses the results and Section 
7 concludes the paper. In this paper, server, chief server, and 
aid servers represent nodes, and the targets are equivalent to 
sinks of a network.

2. Literature review

2.1. Related works. In 2012, Liu [12] addressed the issue 
of minimum-cost and connectivity guaranteed grid coverage 
(MCGC) for the implementation of wireless sensor networks 
(WSNs). To find a solution to the problem of MCGC, he 
proposed a new algorithm, termed ant colony optimization 
[13], with three classes of ant transitions (ACO-TCAT). The 
algorithm decreased the inferior solutions and narrowed the 
searching range of the algorithm. In 2014, Mini et al. [6] have 
found that the sensor deployment is done based on the area 
coverage [14–18], which yields less network lifetime. So they 
focused on target coverage and optimized the sensor node de-
ployment and scheduling to achieve the maximum target cov-
erage and increasing the network life time. For computing the 
deployment locations, they exploited three methods, such as 
artificial bee colony algorithm (ABC), heuristic, and particle 
swarm optimization. After computing the optimal locations, 
they scheduled the sensor nodes to avoid the battery drain of all 
nodes using the heuristic approach for achieving the theoretical 
upper bound of network lifetime. Thus, the study confirmed that 
the network lifetime and maximum target coverage can be ex-
tended by using the ABC method of deploying the sensor nodes 
at optimized locations, and then scheduling them to achieve the 
theoretical upper bound.

However, in 2014, Liao et al. [9] have found a small number 
of works on minimizing the sensor mobility. Hence, they started 
investigating the mobile sensor deployment (MSD) problem to 
obtain the minimal movement and the maximum network con-
nectivity. For minimizing the sensor movement, the target cov-
erage (TCOV) and network connectivity (NCON) problems are 
taken into consideration. An algorithm based on the Hungarian 
method for special cases, the basic algorithm based on clique 
partition for general cases, and the TV-greedy algorithm based 
on Voronoi partition of the deployment region are proposed to 
minimize the movement distance of sensors. Steiner minimum 
tree method is constructed to solve the network connectivity 
problem. In 2014, Temel et al. [5] studied works related to 
deterministic sensor deployment [9], and found out that the 
implementation of that method in 3D environment has not yet 
been accomplished. So, they proposed a deterministic sensor 
deployment method, which is based on wavelet transform (WT) 
to maximize the quality of coverage of a WSN with a minimum 
number of sensors on a 3D surface. For achieving the solution, 
they exploited the probabilistic sensing model and Bresenham’s 
line of sight algorithm. The cat swarm optimization (CSO) algo-
rithm is modified for finding the sensor deployment problems 
on 3D terrains. The modified algorithm is compared with the 
Delaunay triangulation and genetic algorithm-based methods.

In 2015, Zahhad et al. [10] noted the coverage problem 
that is mentioned in Hui et al. [11] work on hybrid sensor 

deployment strategy. For relocating the mobile nodes after the 
initial configuration to maximise the coverage area, they pro-
posed a new centralised deployment algorithm based on the 
immune optimisation algorithm. Using the Matlab simulation 
technique, the proposed algorithm is compared with the pre-
vious algorithms.

2.2. Problem statement. Traditionally, various methods are 
used for improving the sensor mobility, targeted coverage, and 
increasing the network lifetime and connectivity. The methods 
used are ACO with three classes of ant transitions (ACO-TCAT), 
the greedy algorithm, and particle swarm optimisation (PSO). 
ACO-TCAT [11] algorithm is used to improve the quality of 
the solution space, narrow the searching speed, and solve the 
combinatorial optimization problem of minimum-cost and con-
nectivity guaranteed grid coverage (MCGC). The drawbacks 
of this method include high storage and computing cost [19, 
20]. Also, the position affection of the sink, node communica-
tion problem, and the connectivity problem are not considered. 
The TV-greedy algorithm based on Voronoi partition of the de-
ployment region is used to minimize the movement distance of 
sensors to obtain the targeted coverage. Sometimes they fail to 
produce the optimal solution and may even produce the unique 
worst possible solution. PSO approach is used to maximize the 
coverage rate based on a probabilistic sensing model in mo-
bile WSNs (MWSNs). It is a continuous technique that is very 
poorly suited to combinatorial problems.

Since traditional methods have a lot of drawbacks, var-
ious innovative methods have been proposed. The innovative 
methods include immune algorithm (IA), artificial bee colony 
(ABC) algorithm, and cat swarm optimization (CSO) algorithm. 
IA is an innovative centralised deployment algorithm used to 
maximise the coverage area with minimum mobility energy 
consumption. The IA method requires very low power con-
sumption from the sensor nodes and it also works well for net-
works with obstacles. ABC algorithm was found to be effective 
and it is suggested to use this robust technique for sensor node 
deployment. Constrained optimization, data clustering, and 
benchmark functions are the drawbacks of the ABC system. 
CSO method is a deterministic sensor deployment method, 
which is based on wavelet transform (WT) used to maximize 
the quality of coverage of a WSN with a minimum number 
of sensors on a 3D surface. These methods have drawbacks, 
too. So, finding an optimized method for the enhancement 
of network lifetime, increasing the connectivity, targeting the 
coverage and minimizing the mobility of a sensor are essen-
tial. This is quite challenging and shows a wide, open area for 
research in the field of WSN. Since the basic algorithm [9] 
exhibits sequential programming, the convergence to minimum 
distance often becomes slow. As a result, the targeted coverage 
cannot be accomplished within a stipulated period.

3. System model and TCOV problem

3.1 System model. The system model is composed of Nt 
targets and Ns sensors, the representations of which are 
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{Ti}: i = 1, 2, …, Nt and {Sj}: j = 1, 2, …, Ns, respectively. All 
the mobile sensors are kept informed on the details of their 
position through the use of a GPS unit residing in them, or 
a localization service concerned with the network. A control 
center also exists to gather information regarding the location 
of the sensors or to broadcast movement orders, which are to be 
sent to the mobile sensors at a later stage, whereas the computa-
tions are performed in the servers. The task area is completely 
free from any sort of obstacles that are caused by the motion. 
But when the obstacles are present, a sensor helps to overcome 
them through selecting the most suitable, shortest path leading 
to the destination.

1) Disk model: The disk model portrayed in [21] allows the 
sensors to sense, as well as communicate, using a sensing radius 
of rs and the communication radius of rc. All the sensors are 
capable of covering any number of targets at a particular instant.  

Condition 1: A target is acknowledged as covered when one 
or more sensors are found to surely reside in a disk of radius rs 
with its center on the target. The disk can be now stated the tar-
get’s coverage disk, while the circle formed from the coverage 
disk can be termed the target’s coverage circle [9].

2) Mobility model: The network uses a free mobility model 
[22], wherein the sensors are rendered with complete freedom 
to move without disruption or cease at any place. The distance 
covered when the sensor is under motion can aid in yielding 
the amount of energy that the sensor has consumed to estab-
lish the movement. The move distance of the sensor Sj for 
covering a target Ti is D(Sj, Tt), where D(²) specifies the Eu-
clidean distance between Sj and Ti. Likewise, D(Sj, Sk) refers to 
the movement distance between the sensors Sj and Sk. Under 
a no-obstacle condition, a sensor has to travel in a straight line 
from its initial position to the target to reach the coverage circle 
of a target, and hence, it minimizes the movement distance of 
a sensor to the target.

3.2. Objective model. The objective of this paper is to deter-
mine or identify the sensors to be moved and the location to 
which they should be deployed to cover the target, as well as to 
establish network connectivity. This is basically called mobile 
sensor deployment (MSD) problem [9]. There are two main 
issues in MSD, namely target coverage and network connec-
tivity. Thus, the solutions for the MSD problem can be divided 
into two sub-tasks, namely placing sensors at the minimum 
cost of movement to cover the target and to deploy the rest of 
sensors to enable connectivity among the coverage sensors and 
the sink. More details about the problem and the definitions can 
be found in [9].

3.3. TV-greedy algorithm for TCOV problem model. The 
TV-Greedy algorithm aims at minimizing the total distance for 
the sensors to move from their current position to cover the 
targets. Algorithm 1 refers to the pseudo-code of the TV-greedy 
algorithm, which is explained in brief. More information about 
the algorithm can be acquired from [9].

The principle behind the TV-greedy is to deploy the closest 
server to the uncovered target. Voronoi partitions are used to 
cluster the sensors based on their distance to the target, be-
cause the sensors available in a Voronoi polygon of a target 
are closer to the target than other sensors [9]. Since the sensors 
are aware of the coordinates of the targets, Voronoi partition 
of the targets is done based on the coordinates. The partitioned 
Voronoi polygons are used to determine the neighbors of each 
target, followed by constructing an own server group (OSG) 
of every target. From every OSG, a chief server is determined 
by identifying the own server that is closest to the target. The 
other servers are subjected to determining their distance to the 
neighbors, for selecting them as aid servers of the respective 
neighbors. When a target is initially covered, its OSG stands 
by and remains to collect orders, otherwise a candidate server 
group (CSG), which is a union of chief servers and the possible 
aid servers of its neighbors, is constructed. If the constructed 

Algorithm 1. TV Greedy Algorithm

Input: Ti // Target information
Sj // Sensor information 
rs // Sensing radius 

Output: CM // Cost of movement
11 Perform Voronoi partition (VP) on T targets; 
12 Determine neighbors for each target according to their 

Voronoi polygon;
13 Determine the OSG for each target according to Sj and VP
14 for each OSGi do
15 Determine the chief server 
16 Identify the aid server for Ti ’s neighbor
17 for every T // i.e. Ti do
18 if Ti has already been covered then
19 Return C(Ti) = 0
10 else
11  Produce GSGi of Ti

12 If GSGi  6= 0 then
13 Move the nearest server to cover Ti

14  Return C(Ti) = moving distance
15 else
16 if neighbor’s chief server could be shared then
17 Move the nearest chief server to cover Ti;
18 Return C(Ti) = moving distance;
19 else
20 Regenerate the GSG of Ti by searching for aid 

servers of the Ti ’s 2nd or higher order neighbors
21 Move the nearest aid server to cover Ti;
22 Return C(Ti) = moving distance;
23 CM = CM + C(Ti);
24 Return CM

Brought to you by | Gdansk University of Technology
Authenticated

Download Date | 4/25/17 2:54 PM



266 Bull.  Pol.  Ac.:  Tech.  65(2)  2017

A.M. Jagtap and N. Gomathi

CSG is not empty, the closest server is moved to cover the 
target, otherwise an exit neighbor of the target is determined for 
possible sharing of its chief server with our target. Such chief 
server moves from its initial position to a new position, which 
is within the coverage disk of both targets.

If no such possibility of sharing persists, higher-order neigh-
borhood of Ti is determined and hence, its CSG is regenerated. 
Subsequently, the nearest aid server is moved to the new posi-
tion of the coverage disk of Ti.

Under a circumstance of regenerating the CSG using high-
er-order neighbors, the TV-greedy algorithm faces numerous 
practical challenges. Consider a scenario of targets and sensors 
as illustrated in Fig. 1. Here, TA is not covered by any servers 
with empty CSG. Hence, the CSG has to be regenerated for sec-
ond-order neighborhood. For second-order neighborhood, the 
CSG becomes {S1}. When the CSG is exploited, according to 
step 12, then TD loses its chief server. Hence, the CSG has to be 
built for higher-order neighborhoods. This increases the com-
plexity of finding suitable servers for Target TA. This situation 
can be handled by the proposed V-VABC algorithm searching 
for suitable sensors from the search space of all sensors. It also 
avoids the problem of assigning the covering server to other 
targets by memorizing them.

4. Proposed solutions for TCOV problem model

4.1. Proposed V-VABC algorithm. The proposed V-VABC ex-
ploits the heuristic nature of hybrid features of PSO and ABC 
when higher-order neighborhood search is required in the TV-
greedy algorithm. Hence, the regeneration phase of TV-greedy 
algorithm is replaced by the proposed VABC phase. The basic 
definitions used in V-VABC are given below, followed by the 
pseudo-code and its description.

Fig. 1. A special scenario of the TCOV problem, in which a target 
needs to get an aid server from a higher degree of neighbors
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Algorithm 2. V-VABC Algorithm

Input Ti // Target information
Sj // Sensor information
rs // Sensing radius

Output CM // Cost of movement
11 CVSG = ϕ;
12 Perform Voronoi partition (VP) on T targets; 
13 Determine neighbors for each target according to their 

Voronoi polygon;
14 Determine the OSG for each target according to Sj and VP;
15 for each GSGi do
16 Determine the chief server;
17 Identify the aid server for Ti’s neighbor;
18 for every T // i.e. Ti do
19 if Ti has already been covered then
10  Update CVSG;
11  Return C(Ti) = 0;
12 else
13 Produce CSGi of Ti;
14 if CSGi  6= 0 then
15  Move the nearest server to cover Ti;
16   Update CVSG;
17  Return C(Ti) = moving distance;
18 else
19 if neighbor’s chief server could be shared then
20  Move the nearest chief server to cover Ti;
21  Update CVSG
22  Return C(Ti) = moving distance
23 Else
24 VABC(Ti, Sj, rs, cs) // Determines the sensors to 

be moved and returns the moving distance; 
25 Update CVSG;
26 Return C(Ti) = moving distance;
27 CM = CM + C(Ti);
28 Return CM

Definition 1. A covering server group (CVSG) is a group of 
servers that are already deployed to cover a target.

Lemma 1. A server from CVSG can be shared between two tar-
gets only if both targets share a common Voronoi polygon edge.

The major difference between the TV-greedy algorithm and 
the proposed V-VABC resides in assigning the sensors when 
there is either no sensor to cover the target from its OSG or 
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CSG, or sharing from its neighbors’ chief server. However, the 
CVSG is being updated: (1) when the target is covered by the 
server which is in the coverage disk of the target, (2) when the 
target is covered by the nearest server of its CSG, (3) when 
the target is covered by the chief server of the neighbor under 
a sharing basis, and (4) when the target is covered by servers 
which are not based on the above three constraints. The up-
dating process is nothing but a set union operation between 
the server that is covering the target and the CVSG. Since the 
VABC is a meta-heuristic search algorithm, it requires an ob-
jective model to be minimized. The adopted objective model is 
of conditional type, as given in (1), where D(²) is the Euclidean 
distance between the target and the sensor. The D(²) is con-
sidered only if the sensor is not available in CVSG, otherwise 
F(Sj, Tt) gets the Euclidean distance of the farthest sensor.

S*
k = argminF(Sj, Tt) (1)

F(Sj, Tt) = 
(

D(Sj, Tt); if Sj 2/ CVSG
max(D(Sj, Tt)8j); otherwise

 (2)

4.2. Hybridization of ABC and PSO.
4.2.1 PSO. PSO is a renowned swarm intelligence algorithm 
introduced in 2001 [23]. Since then, PSO has been applied in 
solving global optimization problems [24, 25]. The pseudo-code 
of PSO when applying for solving the TCON problem is given 
below. The PSO attempts to minimize the objective function 
given in (1).

In Steps 8 and 9, the Vp and Sp are determined using (3) and 
(4), respectively, where w refers to inertia weight, c1 and c2 are 
acceleration constants, and r1 and r2 are arbitrary integers within 
the interval [0, 1]. In every cycle, Sk is updated (in Step 11) by 
the determined Gb

sw
est
arm.

 
Vp(l) = wVp(l) + c1r1(Pb

sw
e
a
st
rm, p(l) ¡ Sp(l)) + 

Vp(l) + c2r2(Gb
sw

est
arm ¡ Sp(l))

 (3)

 Sp(l) = Sp(l) + Vp(l) (4)

4.2.2. ABC. ABC is a meta-heuristic search algorithm intro-
duced by Karaboga [26, 27]. Since its introduction, the algo-
rithm has had a huge number of applications [28, 33], including 
the sensor deployment problem [34]. The ABC adopted here 
for validating the applicability is explained in the pseudo-code 
given in Algorithm 4.

 S u
p(l) = 

(
Sp(l) + ϕp(l)(Sp(l) ¡ Sp(k)); rl < MR

Sp(l); otherwise
 (5)

Algorithm 3. PSO for server movement 

Input L // Solution length
F(²) // Objective function

Output S*
k // Movement information of the sensor

11 Generate Sp // Initial solutions
12 Generate Vp // Initial velocity
13 Determine F(Sp) // Evaluation of initial solutions
14 Define Nswarm // Number of searching swarms
15 Set swarm to 1
16 While swarm < Nswarm do
17 Determine Pb

sw
e
a
st
rm, p and Gb

sw
est
arm

18 Update Vp // Update velocity
19 Update Sp // Update solution
10 Determine F(Sp)

11 S*
k = Gb

sw
est
arm

12 Return S*
k

Algorithm 4. ABC for server movement  

Input L // Solution length
F(²) // Objective function

Output S*
k // Movement information of the sensor

1 Generate Sp // Initial solutions
2 Determine F(Sp) // Evaluation of initial solutions
3 Define Ncycle // Number of cycles of searching
4 Set cycle to 1
5 While cycle < Ncycle do
6 Determine S u

p // for employee bee
7 Perform greedy selection between Sp and S u

p

8 Determine P(Sp)

9 Determine S u
p // for onlookers 

10 Perform greedy selection between Sp and S u
p

11 If F(Sp) is not improved for long time, then 
12 Reinitialize Sp // Scout bee phase
13 Memorize best among F(Sp)

14 S*
k = Sp

15 Increment cycle by one
16 Return S*

k

The objective function F(²) and the number of solution 
variables L are given as input to the PSO. The PSO returns 
the server and its new position to cover the target as its output.

In Step 7, the P b
sw

e
a
st
rm, p is the best solution that has been 

achieved so far by identifying the Sp (sensor information), 
whereas the Gb

sw
est
arm is the best value obtained so far among all 

the solution variables in the population.

The searching process of the ABC algorithms begins in 
Step 6 with S u

p being determined based on Sp using (5), where 
S u

p is the updated employed bee, Sp is the previous employed 
bee, Sp(l) is the lth solution variable of the pth employed bee, MR 
refers to the modification rate, usually set as greater than 0.5 to 
achieve a high degree of recombination, φ(²) and rl are random 
functions to generate arbitrary integer within the interval [0, 1]. 
The similar modification is applied for onlooker bees also (in 
Step 9). The greedy selection process selects either S u

p or Sp, 
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based on its objective function given in (1), and considers Sp 
for further processes. P(Sp) in Step 8 determines the probability 
of Sp to be selected for the onlooker bee. When no significant 
improvements are achieved in the onlooker bee phase, Sp is 
considered a scout bee, and hence reinitialized. More details 
on ABC can be found in [25].

4.2.3 VABC. VABC is a hybrid version of ABC and PSO, intro-
duced to achieve a performance improvement over both ABC 
and PSO. Despite the context of VABC having been reported in 
[35], our VABC incorporates a velocity update in the employed 
bee phase, rather than in the onlooker bee phase. As a result, the 
convergence can be improved because of the global searching 
principle of PSO being applied earlier (in the employed bee 
phase), followed by local searching using the onlooker phase. 
The pseudo-code of the VABC for server movement is given 
in Algorithm 5.

5. Simulation results

5.1. Simulation setup. The sensor network is simulated in 
MATLAB with the dimension of 400 m × 400 m and the sim-
ulation is conducted between the TV-greedy algorithm, VVAC 
algorithm, ABC algorithm, and PSO algorithm to solve the 
TCOV problem. The source code of the ABC algorithm has 
been acquired from http://mf.erciyes.edu.tr/abc/software.htm. 

Algorithm 5. VABC for server movement  

Input L // Solution length
F(²) // Objective function

Output S*
k // Movement information of the sensor

1 Generate Sp // Initial solutions
2 Generate Vp // Initial velocity
3 Determine F(Sp) // Evaluation of initial solutions
4 Define Ncycle // Number of cycles of searching
5 Set cycle to 1
6 While cycle < Ncycle do
7 Determine Pb

sw
e
a
st
rm, p and Gb

sw
est
arm

8 Update Vp

9 Determine S u
p 

10 Perform greedy selection between Sp and S u
p

11 Determine P(Sp)

12 Determine S u
p for onlookers 

13 Perform greedy selection between Sp and S u
p

14 If F(Sp) is not improved for long time, then 
15 Reinitialize Sp

16 Memorize best among F(Sp)

17 S*
k = Sp

18 Increment cycle by one
19 Return S*

k

Fig. 2. Comparative study on varying number of targets and sensors, 
when the sensing radius is set to (a) 5 m, (b) 10 m, and (c) 15 m

(b)

(a)

(c)

The VABC differs from ABC in updating its employed bees. 
In VABC, velocities for every employed bee are initialized in 
Step 2 by generating arbitrary integers within the interval [0, 1] 
for each solution variable.

Similar to PSO, Pb
sw

e
a
st
rm, p and Gb

sw
est
arm are determined for the 

employed bees, and based on those, the velocities are updated 
and the employed bees are using (5), respectively. The updated 
employed bees S u

p are subjected to greedy selection to continue 
the rest of the regular ABC processes.
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The sensors are initially deployed in the network randomly. 
In order to match a more realistic environment, the targets are 
placed randomly. The movement cost exhibited by each algo-
rithm is observed for varying network configurations. Since 
a heuristic approach is adopted in the proposed V-VABC algo-
rithm, each algorithm is executed 50 times and the mean costs 
are observed. The PSO parameters, such as w, c1, and c2, are 
set to 2, whereas the common parameters, such as Ncycle and 
Nswarm, are set to 100. Since the primary intention of all these 
algorithms is to move the nodes to cover the targets, it does 

not focus on determining the rate of data exchange and the 
respective computation overhead.

5.2. Comparative analysis. The comparative study can be 
made in two phases. In the first phase, the V-VABC is com-
pared with TV-greedy algorithm to demonstrate the superiority 
of V-VABC. In the second phase, the V-VABC is compared 
against the basic heuristic algorithms such as PSO and ABC 
to demonstrate the superior performance of hybridization in 
solving the TCOV problem over the existing algorithms.

Fig. 3. Comparative study on varying rs, when the number of targets and sensors are set to (a) 10, (b) 20, (c) 30, (d) 40, and (e) 50

(a)

(c)

(e)

(b)

(d)
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When rs was 5 m, the V-VABC has achieved better perfor-
mance on moving 10 and 20 sensors to cover 10 and 20 targets, 
respectively. The cost of movement is considerably smaller than 
the cost incurred by other algorithms. When attempting to move 
30 sensors to cover 30 targets, the V-VABC has achieved not far 
better, yet better performance than the other algorithms. When 
attempting to move 40 sensors, the V-VABC could gain only the 
third position, but retains first position when moving 50 sensors.

When rs is set to 10 and 15 m, the V-VABC remains in the 
first position in assigning the definite number of sensors to 
the targets. Few instances such as 10 targets with an rs of 10 
m and 15 m, the performance of ABC is closer to V-VABC, 
yet not dominating. The similar results have been portrayed in 
the perspective of rs in Fig. 3. According to Fig. 3, first let us 
consider only 10 sensors and 10 targets. When rs is minimum, 
the V-VABC dominates other algorithms, while ABC comes 
closer to V-VABC, and PSO accompanies further, when rs is 
increased to 10 m and 15 m, respectively. When the number 
of sensors and targets in the network was 20, 30, and 50, the 
V-VABC presented remarkable performance over other algo-
rithms. However, when the network had 40 sensors and targets, 
the V-VABC gained the third position with least rs, yet it retains 
the first position in the rest of rs settings.

Considering Figs. 2 and 3, the V-VABC has achieved supe-
rior performance over TV-greedy. There is no compromise on 
it at any instance. This infers that the V-VABC has the ability 
to move sensors from higher-order neighbourhood at a smaller 
distance than TV-greedy. On the other hand, the V-VABC has 
a few compromises with the heuristic search algorithms. This 
is because of the meta-heuristic effect of ABC and PSO on the 
V-VABC. However, the majority of the simulation instances 
have been dominated by V-VABC over PSO and ABC. From 

Table 1, our proposed method outperforms the other existing 
methods in mean and standard deviation.

5.3. Order of targets and sensors. In [9], the simulation con-
straints have been set to varying numbers of targets and sensors 
separately. The assumption is that there are more sensors in the 
network than the targets. In a scenario of an equal number of 
sensors and targets, higher order neighbourhood plays key role. 
During the simulation, we have observed a frequent occurrence 
of such scenarios and illustrated it in Fig. 4.

Table 1 
Mean and standard deviation of the proposed V-VABC over TV-greedy, ABC, and PSO algorithms

rs
(m)

TV-greedy ABC PSO V-VABC

µ Stdev µ Stdev µ Stdev µ Stdev

15 1927.41 27.304 937.19 26.967 814.77 22.586 734.57 21.432

16 1984.41 27.883 874.81 23.809 801.52 26.586 721.22 17.892

17 1010.11 29.751 811.27 25.492 791.21 23.059 715.06 21.813

18 1043.81 31.585 762.59 21.824 768.91 23.879 704.63 19.606

19 1047.81 31.692 723.96 24.545 760.17 23.606 693.56 20.341

10 1052.61 30.852 693.58 20.94 746.52 20.809 689.15 18.446

11 1036.71 29.87 691.42 17.608 736.11 22.179 670.45 18.704

12 1016.51 32.633 684.9 20.556 719.22 20.781 667.61 19.075

13 1973.31 26.134 690.53 17.296 711.79 21.821 665.42 16.555

14 1928.56 24.676 691.99 20.798 702.21 17.769 678.22 17.915

15 1865.51 25.531 698.97 21.033 692.83 19.911 697.14 18.203

rs – Sensing radius, µ – mean, Stdev – standard deviation

Fig. 4. The percentage of simulations in which the sensors need to be 
moved from a target’s Voronoi partition of higher-order neighborhood
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When rs is set at minimum, the occurrence of the need for 
higher-order neighbourhood arises, irrespective of the number 
of targets and sensors. For instance, 100% searching has been 
done in the higher-order neighbours, where the network has 
50 sensors and targets. The TV-greedy algorithm finds a huge 
challenge in handling such scenarios. Moreover, the move-
ment distance has been reported as inversely proportional to 
the number of sensors and targets. However, a search in the 
higher-order neighbour area often leads to an increase of the 
movement cost, although there are less sensors and targets. This 
can be interpreted from Figs. 2 and 3, where there is no recip-
rocal relationship maintained between the movement distance 
and the number of sensors and targets. The movement exhibited 
by the algorithms in such a scenario is illustrated in Fig. 5.

6. Conclusions and future work

This paper has addressed a special scenario of the TCOV 
problem, under which a sensor has to be moved from the Vo-

ronoi partition of higher-order neighbourhood of a target. The 
proposed V-VABC has been investigated for its performance 
over the traditional TV-greedy algorithm and the heuristic 
search algorithms such as ABC and PSO. Such special scenario 
occurs when the number of sensors and targets are equal to each 
other. The simulation results reveal that this scenario occurs in 
20–100% of the simulations. The V-VABC has handled such 
scenarios efficiently and hence the sensors were moved to cover 
the targets at minimum cost. The simulated investigations have 
been done with a varying network configuration, and the com-
peting performance of V-VABC over TV-greedy, PSO, and ABC 
was observed. Hence, the TCOV problem, which is to enable 
the connectivity between the targets and the sensors, has been 
solved. Since TCOV is one of two sub-problems of the node 
deployment problem, our future plans are to solve the second 
sub-problem, the network connectivity (NCON) problem. Un-
like the TCOV problem, the NCON problem connects the target 
with the base station (master sink or the control centre) by 
placing series of sensors between the coverage sensor and the 
base station and hence the respective target can be connected. 

Fig. 5. An illustration of possible sensor movements in a network with 20 targets and 20 sensors, exhibited by (a) TV-greedy, (b) V-VABC,  
(c) PSO, and (d) ABC

(a)

(c)

(b)

(d)
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This requires additional algorithms to specially handle those 
connecting sensors, termed as rest sensors. So, the future work 
is intended to develop an algorithm, such that will lead to ef-
fective node deployment.
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