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Abstract
Additive manufacturing (AM) has emerged as a highly promising manufacturing technique, offering unprecedented possi-
bilities for creating complex geometries and functional structures. However, harnessing the full potential of AM requires the 
development of a robust computational framework capable of capturing the intricate multi-scale and multi-physics nature of 
the process. The constitutive and structural responses encountered in AM are particularly challenging to reproduce due to the 
complex behavior of the material involved. This research aims to address these challenges by presenting a comprehensive 
computational approach that incorporates a material model capable of accurately representing the behavior of different phases 
occurring during AM. To achieve this, the finite element method, using the Lagrangian framework in the implicit time scheme, 
is employed through the widely adopted ABAQUS software. Computational implementation is facilitated using the FORTRAN 
programming language. By employing weakly coupled thermal and mechanical constitutive equations, the framework enables 
the analysis of thermal stresses, strains, and displacements during realistic solidification processes, which inherently involve 
highly nonlinear constitutive relations. Through a series of numerical examples, the capabilities of the proposed model are 
demonstrated across various computational scales, particularly during the rapid melting and solidification phases. These simu-
lations reveal the formation of residual stresses, which can lead to part distortion and have detrimental effects on the mechan-
ical properties of the manufactured components. This research contributes to the advancement of additive manufacturing by 
providing a reliable computational tool that integrates the complex interplay between thermal and mechanical phenomena. The 
developed framework enhances our understanding of the AM process, offering valuable insights into the factors influencing the 
structural integrity and performance of additively manufactured parts.
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1. Introduction

Additive manufacturing (AM) is a manufacturing pro-
cess that involves the sequential addition of material to 
fabricate a  part, offering advantages over subtractive 
manufacturing or molding. It enables the production of 

low-volume, customized products with complex ge-
ometries in a relatively short time and at a reasonable 
cost. AM is often referred to as a  near-net-shaping 
technology, as the part is directly constructed based on 
a  computer-aided design (CAD) model. To facilitate  
the AM  process, the CAD model is converted into 
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a standard triangulation language (STL) format, which is 
widely compatible with different AM machines. The STL 
file represents the geometry of the CAD model through 
a simple segmentation. This digital file is then sliced into 
thin cross-sectional layers, allowing the part to be con-
structed layer by layer according to the chosen AM pro-
cess parameters. ASTM standard F2792 (ASTM Interna-
tional, 2013) categorizes AM into two main types: powder 
bed fusion (PBF) (Chua et al., 2024; Horn et al., 2024; 
Warner et  al., 2024) and directed energy deposition 
(DED) (Thompson et  al., 2015; Zhou et  al., 2024).  
In DED machines, a  nozzle mounted on a multi-axis 
arm deposits material in the form of powder onto the 
designated surface, where it solidifies. A  laser beam 
serves as the heat source, partially melting the metallic 
powder particles according to the CAD model. The ma-
terial then solidifies after a cooling period. This layer-
ing and solidification process is repeated until the final 
geometry of the workpiece is achieved, with local 
re-melting and re-solidification occurring as the laser 
passes over prior layers. Consequently, complex parts 
can be manufactured by melting metallic powder layer 
by layer, enabling lightweight construction and the in-
corporation of intricate internal structures. This tech-
nology finds applications in industries such as aero-
space and automotive. Despite these merits, there is 
still a  significant knowledge gap regarding the influ-
ence of process parameters on the properties of final 
parts, particularly when one is aiming for mass produc-
tion. Understanding these effects is crucial for consis-
tent and reliable manufacturing in large-scale produc-
tion scenarios. The application of the finite element 
method (FEM) to solve heat transfer problems was pro-
posed by Zienkiewicz in 1979 (Zienkiewicz  et  al., 
2013) and Hughes (1987). Interested readers are en-
couraged to refer to these excellent resources for fur-
ther exploration. In the context of additive manufactur-
ing, the utilization of FEM for simulating selective 
laser sintering (SLS) was first introduced by Mar-
cus  et al. (1992). Since then, numerous studies have 
been conducted in the field of modeling thermome-
chanical processes in directed energy deposition (DED) 
using various commercial software or in-house codes, 
as evidenced by the literature (Crespo & Vilar, 2010; 
Heigel et al., 2015; Labudovic et al., 2003; Stender et al., 
2018; Wang J.-h. et  al., 2019; Wang Q.  et  al., 2017). 
Thermomechanical models play a crucial role in pre-
dicting residual stresses, geometries, and the impact of 
trajectory strategies on the final part. In the directed en-
ergy deposition process, a short-term interaction occurs 
between the powder particles and the high-energy laser 
beam before the powder particles enter the melt pool. 
This interaction results in laser energy attenuation 

(Wang J.-h. et al., 2019) and non-linear temperature in-
creases in the powder particles (Tan et al., 2020). Con-
sequently, the model must accurately consider the la-
ser-powder particle interaction during melting, powder 
consolidation, and solid-liquid phase changes. Howev-
er, this poses significant computational challenges due 
to the complexity of the model and the multi-scale na-
ture of the process (Darabi et  al., 2023). Within the 
computational domain surrounding the laser source, 
three distinct material phases exist: powder, molten, 
and solidified. These phases exhibit significantly differ-
ent mass densities, leading to process-induced eigen-
strains during phase changes (Noll et al., 2020). Vari-
ous approaches have been proposed to model these 
phase changes. For instance, the model by Hodge et al. 
(2014) enhances the Stefan–Neumann equation, while 
Kollmannsberger et al. (2019) employs a mathematical 
phase change function. Another effort by Roy  et  al.
(2018) applies the thermodynamic phase field model 
for solidification, allowing the investigation of 
phase-dependent laser absorptivity in selective laser 
melting (SLM). In another attempt, the same group 
(Darabi et al., 2022) modeled the directed energy depo-
sition process, including the phase change phenomena 
with an approximated function in the mushy zone, tran-
sitioning from powder to molten and then to solidified 
phases in the thermal sequence of the problem, without 
considering the effect of mechanical response on tem-
perature behavior. Furthermore, they extended their 
study to a fully coupled thermo-mechanical phase field 
model (Darabi et  al., 2023), incorporating the Allen–
Cahn formulation to consider the effect of phase chang-
es on the mechanical response for powder bed fusion. 
However, in our view, there is currently a deficiency in 
integrated frameworks that comprehensively consider 
both the mechanical material model and phase change 
in a physically motivated approach. This research intro-
duces a novel approach and finite element formulation 
for modeling the melting, consolidation, and re-solidi-
fication processes in directed energy deposition (DED). 
To investigate solidification phenomena and the crys-
tallization of a  pure substance from its molten state, 
a class of phase field models based on the entropy func-
tion proposed by Penrose & Fife (1990) is developed. 
This model, ensuring continuous positive entropy pro-
duction locally, incorporates an additional nonlinear 
function of the phase field to ensure thermodynamic con-
sistency as utilized in the papers by Wang S.-L.  et  al. 
(1993) and Gonzalez-Ferreiro et  al. (2014). Initially, 
the equivalence of the phase function with a thermody-
namically consistent phase field approach is validated. 
Subsequently, a  new material state variable, termed 
consolidation, is introduced to track the phase change 
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between the powder and molten material. The introduc-
tion of the consolidation state variable enables the pre-
diction of porosity in the final part and facilitates the 
incorporation of consolidation effects on material prop-
erties, energy absorption function, and geometric evo-
lution. A  Lagrangian finite element formulation that 
solves the governing heat equations in a fixed reference 
configuration is derived. This formulation naturally ac-
counts for the changing geometry as the powder phase 
melts, eliminating the need to update the simulation 
domain. Several assumptions are made: (i) no flow con-
sideration (velocity field is zero), (ii) stress-free config-
urations during evolution, (iii) homogeneity, isotropy, 
and incompressibility of the domain regarding the 
phase, and (iv) the absence of viscous effects in the en-
ergy equation. A transient, fully implicit integration al-
gorithm is employed, enabling relatively large time 
steps due to its unconditionally stable nature. The finite 
element model is implemented in ABAQUS, utilizing 
provided user subroutines along with a graphical inter-
face module. Using stored field variables that represent 
the material point phase configuration throughout the 
simulation, a  sequential mechanical analysis is con-
ducted to account for thermal loading. The constitutive 
equilibrium mechanical equations, considering strain 
hardening and annealing effects, are incorporated, and 
element deactivation techniques are applied to the 
powder state material due to its negligible stiffness. 
Firstly, the proposed model is validated by comparing 

it with simulation results from the single-track scan-
ning process, utilizing experimentally measured melt 
pool dimensions from previous studies by the same 
authors. Subsequently, a  thin-walled structure under-
going multiple re-melting cycles is simulated, obtain-
ing the stress field through sequentially coupled ther-
mo-mechanical analysis. Finally, the influence of 
different stress components on the stability of the thin-
walled part is evaluated. Figure 1 schematically illus-
trates the approach employed and the computational 
stages involved in this research. This article is struc-
tured as follows: In section 1, detailed thermodynamic 
field equations modified to accommodate the positive 
entropy model for phase change in additive manufac-
turing processes are presented. In section 2, the imple-
mentation of the finite element method (FEM) code for 
solving transient heat equations using the ABAQUS 
environment is described. Section 3 focuses on the 
constitutive mechanical formulation, which is incorpo-
rated into the FEM formulation to model induced re-
sidual stresses and deformations. To provide a  com-
prehensive understanding of the developed user codes, 
numerical calculations conducted at the material point 
level to demonstrate the proof of concept are presented 
in section 4. Additionally, representative three-dimen-
sional boundary value problems to showcase the appli-
cation of the developed codes are presented. Finally, in 
section 5, the key findings and conclusions drawn from 
this study are summarized.

Fig. 1. Schematic representation demonstrating the utilization of predicted results from the mesoscale model  
to calculate residual stresses and strains at the part scale
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2. Governing local equations 
in thermomechanics

This section presents the local governing equations in 
thermomechanics, emphasizing a  general thermome-
chanical formulation with phase-change phenomena, 
constitutive relations, energy balance, and specific ther-
moelastoplastic models. These foundational equations 
and relations guide the study of thermomechanical be-
havior in materials, accounting for phase changes, tem-
perature effects, and elasto-plastic deformation.

2.1. Constitutive thermal equations

Referring to Wang S.-L. et al. (1993), for every subvol-
ume v of V, let ψ denote its total energy. Since energy is 
an extensive property, it can be expressed as:

� � �
�

edv (1)

where e represents the energy density. According to the 
first law of thermodynamics, the change in energy within 
a subset Ω is determined by the thermal power entering 
through its boundary Γ. This can be expressed as:

� � � ��
�

q nda 0 (2)

Here, ψ̇ represents the rate of change of energy 
within  Ω over time, and q ∙ n represents the heat flux 
normal to the surface Γ. This equation ensures the con-
servation of energy within Ω, where the left-hand side 
represents the rate of energy change and the right-hand 
side represents the net heat flux entering Ω through its 
boundary Γ. Using the divergence theorem, the surface 
integral can be converted into a volume integral:

� � �� ��
�

qdv 0 (3)

where ∇ ∙ q represents the divergence of the heat flux vec-
tor q. Since this equation holds for any subset Ω, the inte-
grands can be equated to obtain the differential expression:

ė + ∇ ∙ q = 0 (4)

The entropy of any subvolume Ω of V is assumed 
to be represented by the functional:

S dv� � � ��
��

�
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�

� �
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where S represents the entropy functional for the sub-
volume Ω, η(e, ϕ) is an entropy density extending clas-
sical thermodynamics, applying to a uniform system of 
internal energy density e, phase field ϕ, and ϵ is a con-

stant (Wang S.-L. et al., 1993). The second term of the 
integral is based on the Cahn–Hilliard (Novick-Cohen,  
2008) or Landau–Ginzburg (Duxbury, 2011) gradi-
ent energy term in the free energy term. According to 
Gonzalez-Ferreiro et  al. (2014), the differentiation of 
Equation (5) with respect to time can be expressed as:
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Here, ė is replaced from Equation (4), and the 
Gauss theorem is utilized for integration by parts. The 
new form of Equation (6) yields:
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According to the second law of thermodynamics, 
entropy production should be positive in any subvol-
ume Ω of V. The entropy production can be calculated 
by subtracting from Ṡ the entropy flux through Γ, result-
ing in the following relationship:
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In this case, T represents temperature, and q /T 
represents the entropy flux associated with heat flow. 
The term ϵ2∇2 ϕ corresponds to an entropy flux related 
to the variation in the phase field at the boundary of the 
subvolume Ω. By substituting Equation (7) into Equa-
tion (8), it is obtained:
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To obtain the governing energy balance equation 
and the entropy evolution,the first law of thermody-
namics, which prescribes the conservation of internal 
energy, is started from as:

de Tds e d� �
�
�
�

�
�
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�
��
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(10)

where ( / ) /� � �� �e T1  and T is temperature. Additio
nally, to ensure a  positive local entropy production, 
Equations (11) and (12) are proposed:
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where MT and τ are both positive parameters. With the 
help of the Clausius–Duhem inequality (Alart et  al., 
2006) (Equation (9)), the definition of specific Helm-
holtz free energy ψ is:

ψ = e – Tη (13)

By combining the differential of the aforementioned 
equation with Equation (10), the following expression 
is obtained:

�
�
�
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�
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�
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e
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(14)
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�

�T
e
T 2 (15)

The expression for ψ in Equation (13) can be writ-
ten as:

�
� �
�

� �� �
�

�
��

�

�
���T e d G

T

Tm ( , )
( )

2 (16)

where G(ϕ) is a  function of ϕ that is yet to be de-
termined, and Tm denotes the temperature at which 
melting occurs. Consequently, G(ϕ) is opted to be 
a  symmetric ‘double well’ potential, characterized 
by minima at zero and unity. The chosen functional 
form is:

G( ) ( )� � �� �2 21 (17)

It is assumed here that the internal energy density 
takes the form given by Roy et al. (2018):

e c T p L c c T Ts l s m� � � � �� �( ) ( )( ) ( )( )� � � (18)

where cl and cs(ϕ) are the volumetric heat capacities of 
the liquid and solid phases, respectively. L is the latent 
heat of phase change between fusion and melting. Tm is 
the melting temperature, and ϕ represents the consoli-
dation factor, which will be elaborated further. Herein, 

cs(ψ) denotes the effective heat capacity cd, incorporat-
ing the initial porosity effect ϵ0:

c cs d( ) ( )( )� �� �� �1 10 (19)

According to Wang S.-L. et al. (1993), the func-
tion p(ϕ) is polynomial:

p( ) ( )� � � �� � �3 210 15 6 (20)

These considerations lead to the derivation of the 
classical heat equation in the bulk solid and liquid:

de
dT
dT
dt

k T Q� � � �( )� 2 0 (21)

where MT = kT 2 (from Equation (11)), k(ϕ) being the 
thermal conductivity, Q the external heat supply per 
unit volume, and k(ϕ) incorporating consolidation de-
pendency. In detail, k(ψ) represents the thermal conduc-
tivity, which is a combination of the powder phase (kp) 
and the fully dense material phase (kd):

k k kp d( ) ( )� � �� � �1 (22)

Additive manufacturing involves directing an energy 
source to melt powder layers that subsequently condense 
and solidify on the substrate or preceding layers. To distin-
guish between phases during the manufacturing process, 
two state variables are utilized: ψ and ϕ. Here, 0 ≤ ψ, ϕ ≤ 1,  
where ψ is the consolidation parameter: ψ = 1 denotes 
full density, while ψ = 0 indicates a powdered state. ϕ rep-
resents the phase parameter, with ϕ = 0 indicating a fully 
solid region and ϕ = 1 representing the molten phase. The 
condition ψ(x, t + Δt) ≥ ψ(x, t) ensures the irreversibility 
of the phase change from powder to molten phase, where 
ψ(x, t + Δt) represents the phase field variable for consol-
idation in the current time increment, and ψ(x, t) denotes 
its value in the previous increment. Figure 2 illustrates the 
combination of these phases in the metal additive man-
ufacturing process. The subsequent section elaborates on 
the dedicated state variables in detail.

Fig. 2. Diagram illustrating phase changes between powder, liquid, and solid states
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From Roy et al. (2018), Equation (12) gives:
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where τ, a, and ϵ are parameters related to interface 
thickness δ, interface energy σ, and interface mobil-
ity μ:
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The phase-field method inherently uses a diffuse 
interface with δ typically defined by discretization size. 
For alloys, where TL and TS are liquidus and solidus 
temperatures, the interface thickness relates to the local 
temperature gradient:

� �
�
�
T T
T

L S (27)

In Roy et al. (2018), simplifying Equation (21) to 
a phase function, the new form is:
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where TL and TS are liquidus and solidus temperatures, 
TM  the average, ϕ = 0 for T < TS, ϕ = 1 for T > TL, and 
0 < ϕ < 1 satisfies the mushy region TS < T < TL.

2.2. Time and spatial normalization

Testing the phase-field model (Equation (21)) with 
Equation (27), a normalized temperature field in a 1D 
domain 0 ≤ x ≤ ω, with velocity v:

T T
T T

H x vt
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where H is the Heaviside function for a  region of 
width 2h with h = 0.1ω. Interface thickness δ ≈ h. Equa-
tion (37) is non-dimensionalized by TM/L0, using nor-
malized time and space dimensions x̃ = x / ω, t ̃ = tv / ω. 
Assuming cS = 0.155L0/TM and cL = 1.11L0/TM, param-
eters for Inconel 625 are calculated based on L0/TM. 
The computed phase distribution from Equation (29) 
and solving Equation (28) are shown in Figure 3a. The 
normalized temperature distribution at  t ̃ = 1 is shown 
in Figure 3a. The fixed-dynamic frame capturing phase 
domain is the laser direction in Figure 3b.

Fig. 3. Comparison of the phase parameter ϕ computed using the function from Equation (27) (phase function)  
and Equation (28) (phase-field) (a), with a moving temperature domain is shown (b)

a)

b)
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2.3. Constitutive mechanical equations

The temperature history from the heat transfer analysis 
is applied to the mechanical model as a thermal load. 
Due to non-uniform expansion and shrinkage, stress 
and strain are generated around the melt pool domain. 
For an arbitrary point in the domain Ω, the equilibrium 
equation is given in vector form:

∇ ∙ σ + b = 0 (30)

where σ is the second-order stress tensor and b is the 
body force vector. The total strain at any material point 
is related to the displacement field. AM process is gen-
erally supported using structures that greatly suppress 
component distortion during printing. Throughout so-
lidification, the small deformation theory can be used to 
conserve computational resources. Using small defor-
mation theory, the total strain can be written as:

�� � � �
1

2
( ( ) )u u T (31)

where ϵ is the strain tensor, which can be decomposed 
into several components:

ϵ = ϵe + ϵp + ϵt (32)

Here, ϵe, ϵp, and ϵt represent elastic, plastic, and 
thermal strains, respectively. Phase transformation-in-
duced strain can be neglected for stainless steels like 
Inconel 625. Considering Hooke’s law, the elastic 
stress decomposition is given as:

σ = D : ϵe ≡ ϵ – ϵp – ϵt (33)

where D is the elasticity matrix, and elastic constants 
such as Young’s modulus E  and Poisson’s ratio ν are 
used to determine the matrix. For isotropic materials, 
the elastic portion of strain is given by:

� �
�

�ij
e

ij kk ijE E
1 �

�
�
� � (34)

where δij is the Kronecker delta and i, j = 1, 2, 3. Plas-
tic strain arises due to yielding and strain hardening. 
Assuming isotropic hardening in the plastic zone, the 
increment of plastic strain can be expressed as:

� �
�
�ij

p

ij

d f
�

� (35)

where f = σM – σy is the yield function, d λ is the pro-
portionality factor, and σM, σy represent the Mises and 
yield stresses, respectively. Thermal strain can be ex-
pressed as:

� � �ij
t

ref
TT T J�( ) (36)

where JT = [1 1 1 0 0 0].

2.4. Summary of the governing equations

The uncoupled thermomechanical phase-field problem 
described in the previous section can be represented by the 
summary of the strong form equations given in Table 1, 
constrained by initial and boundary conditions (BCs) 
represented in Table 2. This is under the assumption of 
 ΓD ∪ ΓN = ∂Ω and ΓD ∩ ΓN = ∅, with ΓD and ΓN indicating 
the Dirichlet- and Neumann-type boundaries, respectively.

Table 1. Strong form equations governing the coupled problem

Momentum 
balance ∇ ∙ σ = 0

Temperature 
evolution

dT
dt

k T Q
c T p L c c T Ts l s m

�
� �

� � � �� �
( )

( )( )( ) ( ) ( )

�
� � �

2

Table 2. Governing initial and boundary conditions

Dirichlet BC (ΓD)
u x t u x t

T x t T x t
D

D

u

T

( , ) ( , )

( , ) ( , )

*

*
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�

�
�
�

��
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�

�

Neumann BC (ΓN)
� � � �
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�
�
�
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�

�

T q

t
N

N

T

u

n

n
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�

�*

Initial conditions
T T

u u
ref N

N

T

u

�

�

�
�
�

��

on

on

�

�

2.5. Numerical implementation

The FEM is utilized to implement the formulation out-
lined in the previous section by using the weak form of 
the governing PDEs given in Table 1. To this end, ar-
bitrary test functions associated with the field variables 
are employed and are multiplied by their respective 
PDEs, generating the weak forms as detailed below:

�

�� � �� �: u d 0 (37)

�

�

�

�

�

�

�
�

� � �
�

� � � �� �

�

�

�
�

� � �

T T
t
d

T k T
c T p L c c T T

d
s l s m

( )

( ) ( ) ( ( ))( )

2

��

�� � � � �� �
�

� � �
T Q
c T p L c c T T

d
s l s m( ) ( ) ( ( ))( )

(38)

Using the standard FEM method, the field variables 
and their spatial derivatives are approximated at the el-
ement level as:

u N u B uu e u e� ��, , (39)

T N T T B TT e T e� � �, , (40)
where ue, and Te are the nodal values of the displace-
ments, and temperature at an element e. For interpolation 
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purposes, the standard shape function matrices  Nu, NT and 
their corresponding gradient operators Bu, BT are utilized. 
Based on the above relations, the weak forms presented in 
Equations (39) to (40) can be rearranged based on Equa-
tions (41) and (42), yielding the following residuals:

r B dV t N dSu u
T

u
T

Nu

� �� �
� �

� * (41)

r c N T p L c c N T T

k B N

T s T e l s T e m

T
T

NT

� � � � � �� �

� � �

�
�

( ) ( )( ( ) )

( )

( )( )� � �

� TT s T e l s

T e m T
T

dS c N T p L c c

N T T k B

� � � � � ��

� � � � �

�
�

( ) ( )( ( )

) ( )

( )

( )

� � �

� BB dV Q N dVT T
T� � � � � ��

�

0

(42)

where ru and rT are, respectively, the residuals associ-
ated with the displacement field and temperature field.

2.5.1. ABAQUS procedure

The implementation of the heat transfer analogy in  
ABAQUS utilizes the user thermal behavior of materials 
(UMATHT). This approach operates at the integration 
point level with built-in temperature elements like the 
DC3D8 (Hex-8 linear heat transfer) type. Initially, global 
variables in the UEXTERNALDB user subroutine are 

initialized. A solution-dependent state variable (SDV) is 
assigned to track the material state as the powder phase 
at a specific time. Upon application of heat through the 
DFLUX subroutine, this SDV transitions to one. Once 
cooled, the SDV remains fixed at one, signifying fully 
solid material properties. Continuum-scale material ad-
dition is facilitated by the UEPACTIVATIONVOL sub-
routine, which interprets event series information for ma-
terial deposition via the moving laser. At the end of each 
increment, the UMATHT subroutine reads the tempera-
ture at each material point and updates the consolidation 
value for points meeting the state change criterion. The 
derivative of internal energy with respect to temperature 
incorporates phase-field variables, including the en-
thalpy function, to account for latent heat effects due to 
phase fractions. The USDFLD subroutine manages ma-
terial states at the end of each time increment and stores 
them. Additionally, the FILM and RADIATE subrou-
tines apply heat boundary conditions for convection and 
radiation, respectively. ABAQUS uses load type labels 
FFS and RFS to automatically define thermal loads for 
film coefficient and radiation at open faces of activated 
elements, addressing iterative changes in convective and 
radiative boundary conditions during element activation. 
Information transfer between subroutines is facilitated 
by COMMON blocks, detailed in Figure 4. 

Fig. 4. User subroutines algorithm for the implementation of diffusive phase function model  
in phase changing exploiting the analogy with heat transfer
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The system of equations is implemented in  
ABAQUS through user coding in the FORTRAN 
language, combining activation element regimes 
with the UEPACTIVATIONVOL subroutine and pre-
defined temperature fields from thermal analysis. The 
UEXPAN user interface, as depicted in Figure 5, is 
integrated into the procedure for calculating thermal 

strains. The UMAT subroutine is invoked at all ma-
terial points to perform constitutive model integra-
tion (also known as local integration or stress update 
algorithm) and returns updated stress and Jacobian. 
Notably, this procedure employs built-in structural el-
ements such as the C3D8 (Hex-8 linear brick element) 
type (see Fig. 5).

Fig. 5. User subroutines algorithm for the implementation of thermo-elastoplastic material framework

3. Numerical examples

In this section, numerical models are adopted to study 
Inconel 625 across various computational scales. The 
investigation begins at the single-track scale, focus-
ing initially on melt pool temperature, morphology, 
and subsequently on induced residual stresses and 
strains. High-fidelity discretization resonances in 
meso-scale for the single track(s), a lumped compu-
tational model including thermal and mechanical are 
developed for multi-layer deposition process. The 
macro scale model focuses on the effect of re-melting  
and re-solidifications on the consequent residual 
stress, strains.

3.1. Single-track scale

For model calibration, the limited number of cladding 
lines from Inconel 625 powder were printed by various 

laser powers, scanning speeds, and feed rates to inves-
tigate the capability of the model in predicting the melt 
pool morphology. Then, the mechanical-based simula-
tions were carried out by resorting to the thermal loads 
to study the residual stress and distortion. Figure  6 
shows how the computed material state variables work 
with time and temperature, the red and blue colors de-
note the liquid phase and solid phase, respectively and 
the mushy area located between these boundaries in 
the color contour, in Figure 7 melt pool size for clad-
ding a single track of Inconel 625 on the substrate for 
different deposition relies on changing the laser pow-
er. The results in Figure  8 show the comparison be-
tween the experimental from (Darabi et al., 2022) as 
mentioned in Table 4, and obtained results from FEM 
simulations for the dimension of melt pools, including 
the height, width, and depth values with process pa-
rameters from Table 3. It can be seen that the proposed 
model can predict the melt pool dimension with rea-
sonable accuracy.
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Fig. 6. Material state variables: a) phase parameter ϕ; b) consolidation parameter ψ;  

c) temperature profile at a point on the top of the coating surface; d) variation of material state variables  
with time for the same point on the top. All results are for P = 2 kW, v = 10 mm/s, F = 10 gr/min

Fig. 7. Predicted melt pool morphology in the Z direction for single-track with SS = 10 mm/s, FR = 10 gr/min:  
a) P = 1.5 kW; b) P = 2 kW; c) P = 2.5 kW

Fig. 8. Comparison of the predicted melt pool width with the experimental results from (Darabi et al., 2022)

Table 3. Thermo-physical properties of the material of 
cladding and substrate

Property Value
Ts [K] 1563
Tl [K] 1723

Cs [kJ/kg] 4.2e5
Cl [kJ/kg] 3.01e6
Lf [kJ/kg] 44.34

Table 4. List of process parameters  
for the single-track scanning process

Description Value
Laser power [kW] P = 1.5, 2, 2.5
Laser scanning speed [mm/s] v = 10
Powder feed rate [g/min] F = 10
Laser beam radius [mm] rl = 1.25

a) b)

c) d)

a) b) c)
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3.1.1. Thermal stability analysis

The dynamics of transient heat transfer are commonly 
analyzed using numerical time integration schemes, 
such as explicit and implicit methods. Time-depen-
dent variables are discretized using finite difference 
techniques with a  time increment to estimate con-
tinuous field variables at subsequent time points. By 
choosing different finite difference schemes (e.g., for-
ward or backward finite difference), one can obtain ex-
plicit or implicit integration schemes. In this study, the 
implicit method (backward finite difference) is utilized 
due to its unconditional stability. Although implicit 
integration is theoretically stable for any chosen time 
step, practical limitations arise due to considerations of 
numerical convergence and computational accuracy. 
Specifically, the time step must satisfy the Courant–
Friedrichs–Lewy (CFL) condition for numerical stabil-
ity. The CFL condition is represented by C t l� v � �/ , 
where |v|  is the magnitude of the velocity vector 
(here, the velocity of the laser beam affecting mass 
fraction equations), Δt is the time increment, and Δl 

is a  characteristic element length in the direction of 
flow. Heat cannot be convected across more than one 
element length Δl within a single time increment. Fig-
ures 9  (a,  b) illustrate the transient temperature pro-
files at a specific point using different mesh sizes and 
time steps. Figure 9a shows results for a mesh size of 
0.2 mm and a time step of 0.02 s, while Figure 9b de-
picts results for the same mesh size but with a smaller 
time step of 0.001 s, highlighting the importance of 
adhering to the CFL condition. When the CFL num-
ber is less than 1, spurious oscillations in the tempera-
ture versus time curve can occur, even when using 
automatic time incrementation in the solver to ensure 
convergence, necessitating additional considerations. 
The Peclet number, another dimensionless parameter 
indicating the dominance of convection over mass ad-
dition in the computational domain, also needs care-
ful consideration in additive manufacturing process 
modeling, particularly at high fidelity levels. Figures 9 
also displays the number of iterations required for con-
vergence in each time increment, superimposed on the 
temperature versus time response.

Fig. 9. Transient temperature solution for a single track, showing the number of iterations per increment,  
with the temperature versus time curve superimposed:  

a) mesh size 0.02 mm and time increment 0.001 s; b) mesh size 0.02 mm and time increment 0.02 s

a)

b)
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3.1.2. Characteristics of melt pool

The unique microstructures in additive manufactur-
ing  (AM) processes are influenced by localized high 
thermal gradients and rapid cooling rates during solid-
ification. Figure 10a illustrates the temperature distri-
bution profiles versus the distance from the head to the 
tail of a melt pool domain. In the axisymmetric view, 
cooling rates are shown within the same time frame and 
calculation context. Near the center of the melt pool, 
within the molten isotherm domain, the cooling rate 
approaches zero. At the head of the melt pool where 
new mass is added (powder particles), a positive cool-
ing rate is observed due to the mixture of powders and 
substrate (mushy zone 0 < ψ < 1). Conversely, at the tail 
of the melt pool, a negative cooling rate indicates the 
initiation of solidification. The computational model 
used assumes heat transfer occurs solely through heat 

conduction (Fourier’s law), termed a conductive mod-
el, without accounting for fluid flow induced by surface 
tension gradients in the melt pool. The temperature gra-
dient in the direction perpendicular to the laser move-
ment leads to the Marangoni effect, where fluid motion 
is primarily driven by surface tension gradients induced 
by temperature gradients. This phenomenon determines 
the width of the melt pool. Depending on whether the 
temperature of the liquid metal at the top of the melt 
pool is higher or lower than at the bottom, the melt pool 
exhibits upward or downward movement. Figure 10b 
demonstrates that localized laser heating of the plate 
surface and melting of the top cladding layer results in 
the highest temperatures at the center of the melt pool, 
decreasing radially (in the x direction), thereby creating 
a surface tension gradient in the melt pool and inducing 
outward or inward melt flow. The maximum boundary 
indicates the width of the melt pool morphology.

Fig. 10. Top surface temperature sequence during AM process:  
a) axisymmetric temperature view vs cooling rate taken at the same time frame;  

b) axisymmetric temperature view vs temperature gradient taken at the same time frame

a)

b)
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3.1.3. Effect of phase change on enthalpy

Here, the phase change problem, specifically melting 
and solidification during the deposition in the AM pro-
cess, is addressed. The domain encompasses phases 
transitioning between powder and molten or molten 
and solid, separated by distinct interfaces. Two prima-
ry models, the sharp interface and diffusive interface 
models, are employed to describe these phase changes, 
as depicted in Figure 11a and b. In the sharp interface 
model, solid and liquid phases are assumed to be sepa-
rated by an infinitely thin interface defined by tempera-
ture. However, this singularity poses challenges for nu-
merical simulations in Lagrangian space. Alternatively, 
in a  Eulerian framework, explicit interface tracking 
schemes using level set functions (Zhang et al., 2018) 
can be employed to address this issue. Our approach 

utilizes a model where phase change occurs across an 
extended interface domain with finite thickness, incor-
porating a  latent heat model. The transition between 
phases is detailed in Section 2, and the impact of phase 
function steepness is illustrated in Figure  11b. Our 
proposed model employs a  broader transition region 
to mitigate nonlinearities observed in the AM process. 
Figure 11b demonstrates that, in Lagrangian space, 
as  A  approaches infinity, a  sharp transition condition 
can be approximated using a diffusive function based 
on Equation (28). Figure 12 presents the enthalpy func-
tion extracted from ABAQUS, where the slope rep-
resents the specific heat capacities for the liquid and 
solid phases, and Lf  denotes the latent heat of fusion. In 
the mushy region, an average of the respective specific 
heat values is utilized. These values are derived from 
(Darabi et al., 2022).

Fig. 11. Phase transition: a) two approaches, sharp interface and diffusive interface, with the phase field function ϕ  
in the temperature domain; b) effect of transition sharpness in the interpolation of the phase function

a)

b)
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Fig. 12. Temperature-dependent specific enthalpy for material point in ABAQUS

3.1.4. Residual stress and strain

The thermal history obtained from the heat transfer anal-
ysis is used to evaluate residual stress and strain distribu-
tions over time in the mechanical analysis. The UEPAC-
TIVATIONVOL subroutine handles element activation, 
while the UMAT user interface incorporates temperature- 
dependent material definitions to capture temperature 
and plastic strain rate evolution post-yielding. The tem-
perature-dependent material properties for Inconel 625 
in solid state are shown in Figure 13. For powder and 
liquid states, the material stiffness is considered negli-
gible compared to the dense solid state, with a value set 
to 0.1 GPa to ensure a positive definite stiffness matrix 
while virtually deactivating stiffness. At the melting 
temperature, a  negligible yield stress of 0.1 MPa with 
perfect plasticity is set to simulate the annealing effect 
(resetting equivalent plastic strain to zero to eliminate 
hardening memory) (Muránsky et al., 2015). Controlling 
the time increment for thermal analysis is described in 
section 3.1.1; for mechanical analysis, a time increment 
five times larger than the thermal increment is used to 
conserve computational resources. The rapid tempera-
ture decrease post-solidification minimally affects stress 
evolution due to the low modulus at high temperatures. 
State variables updated and saved in the previous ther-
mal analysis using the USDFLD subroutine (detailed in 
section 2.5.1) are employed as additional field variables 
to apply state-dependent elastic and plastic properties. 
The UEXPAN user interface defines isotropic thermal 
strains considering temperature and the coefficient of 
thermal expansion, as presented in Figure 13c.

Figure 14 illustrates the evolution of transverse 
and longitudinal stresses at midpoint P of the cladding 
against temperature. During the initial laser clad-
ding  stages, the coating expands due to heating, in-
ducing compressive longitudinal stresses and tensile 
transverse stresses. As the cladding melts, both stresses 

approach a  near-zero state until solidification begins, 
initiating the development of compressive stresses 
around 0.45  s. Upon complete cooling, longitudi-
nal and transverse stresses stabilize at approximately 
665.63 MPa and 166.8 MPa, respectively.

 

Fig. 13. Inconel 625 material properties depending on 
temperature: a) coefficient of thermal expansion; 

 b) elastic modulus; c) Poisson’s ratio

a)

b)

c)
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Figure 15 displays transverse, longitudinal, and 
equivalent Mises residual stresses for the single track 
computational domain. In triple cases, maximum ten-
sile stresses range from 800 MPa to 900 MPa, with 
compressive stresses around −700 MPa. Transverse 
compressive stress in the substrate center results from 
shrinkage induced by cladding solidification (Fig. 15a), 
a well-documented factor contributing to induced crack-
ing (Szost et al., 2016; Tian et al., 2020).

Fig. 14. Stress evolution at midpoint P: transverse stress (S11) 
and longitudinal stress (S22) over time with temperature 

distribution

Fig. 15. Residual stress distribution: a) transverse stress (S11); 
b) longitudinal stress (S22); c) equivalent Mises stress

Figure 16 illustrates longitudinal, transverse, and 
radial stress distributions along a cross-sectional view. 
Stress trends show a  decrease from the coating’s top 
towards the substrate’s top surface, transitioning from 
tensile to compressive ranges. Notably, maximum ten-
sile stresses occur at the substrate-cladding junction.

Fig. 16. Longitudinal, transverse, and radial stress distribution 
along a cross-sectional view

3.2. Multi-layer scale

3.2.1. Thermal prediction at the multi-layer scale

In this section, a  thermal simulation of a  multi-layer 
structure is conducted to fabricate a thin-walled structure, 
aiming to obtain maps of temperature, cooling rate, and 
phase-field parameters for finite element nodes. The ex-
tension from single-layer modeling to multi-layer mod-
eling includes considerations of re-solidification, which 
are crucial for further studies on residual stresses. As the 
laser source moves, metallic powders are simultaneously 
injected into the laser beam by surrounding nozzles, rap-
idly heating local points to their maximum values. Ma-
terial is added layer-by-layer and solidifies from the melt 
pool, creating new features. The phase history defined 
by local temperatures in the Directed Energy Deposi-
tion (DED) process is illustrated in Figure 17. Material 
states are tracked using state variables including ϕ and ψ: 
ϕ, ψ = 0 denote the powder state, ψ = 1 represents a fully 
consolidated state, and the mushy region 0 < ψ < 1 exists 
between powder and liquid phases. Heat flux melts the 
material (ϕ = 1) and it solidifies upon cooling (ϕ = 0). 
Both liquid and bulk solid states are treated as ψ = 1.  
Figure 17c shows the evolution of porosity within the 
melt pool, which decreases after solidification; ε rep-
resents the macroscopic porosity value varying with 
temperature. It is noted that a lumped resolution is used 
in the multi-layer model to save computational costs, 
emphasizing phase change and material status for ac-
curate process modeling. Figure 18 presents the tran-
sient temperature fields and state variables at points of  

a)

b)

c)
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interest A and B within the fabricated thin-walled struc-
ture. Sharp temperature peaks indicate rapid heating and 
cooling cycles associated with laser scanning over these 

points. Point A exhibits lower peak temperatures com-
pared to point B, attributed to heat accumulation during 
the deposition of middle layers.

Fig. 17. Prediction of phase domains in in-situ printing of the thin-walled structure:  
a) consolidation control to record history of melted FE nodes;  

b) liquid to fully solid phases for FE nodes; c) evolution of porosity

 

Fig. 18. Transient temperature field and state variables for point of interest A: a) temperature contour in the thin-walled structure 
and sectional view around Point A; b) temperature vs. time for Point A; c) temperature vs. time for Point B

a)

b)

c)

a)

b) c)
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3.2.2. Residual Stress Prediction  
in the Multi-Layer Scale

Building upon single-layer residual stress consid-
erations, this section predicts residual stresses and 
distortions in a multi-layer case study. An uncoupled 
mechanical simulation, leveraging thermal respons-
es, is employed. Unlike the variable number of el-
ements used in single-layer simulations across the 
coating height, a  single element is dedicated to the 
entire layer thickness based on findings from previous 
research (Bayat  et  al., 2020; Peng et  al., 2018; Wil-
liams  et  al., 2018). Thermal history investigation re-
veals the strongest gradients near the heat source, re-
sulting in non-symmetrical thermal profiles and high 
cooling rates during solidification. Residual stresses 
originate from thermal expansions between irradiated 
material and the surrounding substrate during phase 
change. Figure 19 depicts the three-dimensional stress 
components, including σ11 and σ22, at various stages 

of the deposition process: after the first layer deposi-
tion, at 50% and 75% of the building height, and upon 
completion of the thin-walled structure. σ11 and σ22 
represent the transverse and longitudinal stress compo-
nents in the X and Y directions, respectively. Regions 
in the powder and liquid states exhibit lower stresses 
compared to those in the solid state. Throughout the 
process, the top surfaces predominantly experience 
minor tensile stresses, while the bottom surface of the 
substrate undergoes the highest compressive stress-
es. Thinner substrates may experience higher residu-
al stresses due to greater constraints from the bottom 
surface. There is a  transition from tensile stresses at 
the topmost layers to compressive stresses near the 
coating-substrate junction. The transverse stress in the 
first layer shows the strongest gradient at the interface 
between the part and substrate, shifting towards the 
middle of the structure. The longitudinal stress is high-
est on the exterior surface and transitions towards the 
middle near the bottom during fabrication.

 
Fig. 19. Stress distribution throughout the fabrication of the thin-walled layer. Subfigures depict: a) transverse stress in the 
first layer; b) longitudinal stress in the first layer; c) transverse stress at 50% of the height; d) Longitudinal stress at 50% of the 
height; e) transverse stress at 75% of the height; f) longitudinal stress at 75% of the height; g) transverse stress at full height; 

h) longitudinal stress at full height. All stress values are in megapascals

a)

c)

e)

b)

d)

f)

g) h)
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Fig. 20. Simulated von Mises stress distribution throughout the fabrication of the thin-walled layer. Subfigures depict: 

a) first layer; b) 50% of the height; c) 75% of the height; d) full height. All stress values are in megapascals

Figure 20 illustrates the evolution of von Mises 
stresses throughout the fabrication process. Peak stress-
es are observed at the substrate bottom and decrease to-
wards the top surface upon completion of the thin-walled 
structure. Figure 21 provides a detailed view of predict-
ed residual stress components along the centerline of 
a  cross-section through the middle of the thin-walled 
structure, from the bottom interacting with the substrate 
to the top layer after cooling. Longitudinal stresses ex-
hibit more significant deformation effects compared to 
the other components, suggesting that reducing longitu-
dinal stress effects could mitigate deformations.

In comparison to Figure 18, the temperature his-
tory for points A and B in the first layer near the exter-
nal surface and in the middle of the structure indicates 
that heat accumulation increases peak temperatures in 

the middle layers. Consequently, stiffness decreases 
in these layers due to higher temperatures, resulting 
in continuous increases in displacement from the bot-
tom to the middle layers, stabilizing near the topmost 
layers. Figure 22 shows total displacement throughout 
the fabrication of the thin-walled structure, highlight-
ing maximum displacement near the substrate-middle 
due to repeated melting and solidification cycles in the 
middle layers. Figure 23a compares deformed and un-
deformed edges induced by thermal and mechanical 
loads in the thin-walled structure, showing transverse 
sectional and longitudinal/top sectional views. Nota-
bly, taller thin-walled structures are more susceptible to 
deformation than shorter ones, emphasizing the impor-
tance of robust design procedures for thickness, height, 
and scan trajectory optimization.

Fig. 21. Comparison of deformed and undeformed edges of the thin-walled structure induced by thermal  
and mechanical loads: a) transverse sectional view; b) longitudinal and top sectional views

a)

c)

b)

d)
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Fig. 22. Total displacement throughout the fabrication of the thin-walled layer, showing:  
a) at the first layer; b) at 50% of the height; c) at 75% of the height; and d) at full height.  

All displacement values are in millimeters

Fig. 23. Comparison of the deformed and undeformed edges of the thin-walled structure induced by  
thermal and mechanical loads. Panels show: a) transverse sectional view; b) longitudinal and top sectional views

4. Summary

In this study, an in-depth investigation into the additive 
manufacturing (AM) process was undertaken through 
a rigorous three-dimensional sequentially coupled thermo- 
-mechanical analysis, with a particular focus on phase 
transformation dynamics and their implications. The 
AM process involves intricate interactions between 
thermal energy deposition, phase changes (solidifica-
tion), and subsequent mechanical responses, making it 
inherently nonlinear and challenging to simulate accu-
rately. To address these challenges, a novel numerical 
method was developed based on the solidification mod-
els proposed by Penrose & Fife (1990) and extended by 
Wang S.-L. et al. (1993). These models were adapted 
to incorporate both phase field and large domain phase 

function approaches. This hybrid approach allowed us 
to precisely simulate the transition between solid and 
liquid states during material deposition and solidifi-
cation. A significant contribution of our study was the 
introduction of an irreversible consolidation parame-
ter. This parameter played a  crucial role in modeling 
the transformation of powdered material into a  solid 
state, capturing the material’s evolution throughout the 
heating, melting, and cooling phases. By accurately 
tracking these phase changes, residual stresses and de-
formation patterns induced by thermal cycling during 
the AM process were predicted. Furthermore, the evo-
lution of porosity as a function of temperature was in-
vestigated. Since porosity is a critical factor affecting 
the mechanical properties of AM parts, insights were 
provided into how temperature variations influence the 

a)

c)

b)

d)

a) b)
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formation and reduction of porosity within the material 
structure. These findings highlight the importance of 
advanced numerical techniques and precise modeling 
in optimizing AM processes. By integrating detailed 
phase change modeling with mechanical analysis, 
we sought to obtain an enhanced understanding and 
control of manufacturing parameters with the goal of 
minimizing defects and improving the mechanical in-
tegrity of fabricated components. Overall, this research 
contributes to the broader goal of advancing additive 
manufacturing technology, enabling more efficient and 
reliable production of complex geometries with tai-
lored mechanical properties. The insights gained pave 
the way for future developments in optimizing process 

parameters and materials selection for diverse industri-
al applications.
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