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ABSTRACT

With the rapid development of photovoltaic power generation technology, photovoltaic power generation system has 
gradually become an important component of the integrated energy system of marine. High precision short-term 
photovoltaic power generation forecasting is becoming one of the key technologies in ship energy saving and ship energy 
efficiency improving. Aiming at the characteristics of marine photovoltaic power generation system, we designed a high-
precision power forecasting model (WT+ESN) for marine photovoltaic power generation system with anti-marine 
environmental interference. In this model, the information mining of the photovoltaic system in marine environment 
is carried out based on wavelet theory, then the forecasting model basing on echo state network is construct ed. Lastly, 
three kinds of error metrics are compared with the three traditional models by Matlab, the result shows that the model 
has high forecasting accuracy and strong robustness to marine environmental factors, which is of great significance 
to save fuel for ships, improve the energy utilization rate and assist the power dispatching and fuel dispatching of the 
marine power generation system.
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INTRODUCTION

For large-scale ocean-going ships, the amount of light 
during navigation is generally adequate (non-rainy days) [1,2], 
which performs well in ship stability and wind resistance 
due to larger upper space and deck area. So it is feasible to 
install a considerable number of photovoltaic panels and other 
related equipment, at present, the photovoltaic system based 
on a variety of ship types has also been put into long-term 
experimental research or commercial operations. Large and 
medium-sized ships usually have independent power stations, 
the photovoltaic power generation system can be incorporated 
into the ship’s power grid through the inverter [3,4,5], thus 
reducing the power generation load of the power station. Due 
to the limited supply of fuel in the marine environment [6,7], 
and the influencing factors such as radiation and temperature 
fluctuate [8,9], it’s very important to forecast the power of 

the photovoltaic power generation system accurately, thus 
helping to save fuel, improve energy efficiency, and assist 
the marine power generation system of power scheduling 
and fuel dispatch.

In order to forecast the ship’s photovoltaic power generation 
accurately, we can start from two aspects: 1). Carry out more 
accurate data preprocessing. Because the photovoltaic power 
generation system in the marine environment is susceptible 
to complex factors, the power sequence often produces more 
noise. The principle of Wavelet Transform (WT) [10,11] is to 
reduce the noise in the information by using wavelet multi-
resolution [12]. And then extract the regular components in 
the low frequency band in order to separate the stationary 
signal and the random signal, so it is suitable for the data 
processing and information mining of the marine photovoltaic 
power generation system; 2). Build a more accurate neural 
network. Echo State Network [13,14,15] (ESN) first proposed 
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by Professor Jaeger of Germany in 2001 .The main feature 
of the ESN is that the dynamic reserve pool composed of 
a large number of neurons randomly generated and sparsely 
associated with each other is regarded as the hidden layer of 
the network. Compared with the traditional neural network, 
ESN has more neurons, and neurons connected randomly, 
once generated will remain unchanged [16].The network 
effectively avoids the problem that the network structure 
is difficult to be determined and the burden of computing 
is too heavy [17]. It has outstanding performance in modeling 
complexity and convergence speed, algorithm stability and 
global optimality and it is well suited for establishing time 
series models and forecasting.

Based on the WT theory and ESN, a high-precision power 
forecast model (WT+ESN) [18] for marine photovoltaic 
power generation system was designed. The experiment 
was carried out using 15kW ship PV monitoring data from 
ORNL laboratory in USA. The WT+ESN model was compared 
with the three traditional models by using the three error 
indexes RE, MAPE and RMSE. It is found that the accuracy 
of WT+ESN model is the highest, and the forecast network 
is more robust to the marine environmental factors. The 
overall performance is the best, and it is very suitable for the 
power forecast of the marine photovoltaic power generation 
system. It is of great significance to improve the energy 
efficiency of the marine power generation system.

EXPERIMENTAL

INFORMATION MINING OF PHOTOVOLTAIC POWER 
SEQUENCES BY WT

The influencing factors such as the amount of radiation, 
temperature and other factors in the marine environment will 
affect the marine photovoltaic power generation system, so 
that there will be a variety of complex information into the 
power sequence. And the regularity component is generally 
in the low frequency band of the original signal, the random 
component is generally in the high frequency band. In order 
to reduce the influence of noise on forecasting accuracy, the 
original signal was decomposed by wavelet decomposition 
technique, and the corresponding sub-sequence was de-noised 
by reconstruction technique.

We use the PV monitoring data from the US ORNL 
laboratory, collected in 2015 the annual solar radiation, 
ambient temperature and 15kW ship photovoltaic power 
generation system output power. The effective data of August 
and September were selected and pretreated by wavelet 
transform. As the photovoltaic panels usually work in the 
daily 7: 00-18: 00 power output, the remaining time the 
power output is basically zero, so sampling 432 points for 
the forecast analysis. Photovoltaic original output sequence 
is shown in Fig. 1.
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Fig. 1. Photovoltaic raw output sequence diagrams

The original power sequence P is decomposed by 3-scale 
wavelet and single reconstruction. After decomposition of 
the original power sequence, the regular components a1, 
a2, a3 and the detail components d1, d2, d3 were obtained. 
To effectively retain the useful signal in the high frequency 
signal, the d1 and d2 sequence containing more noise 
were subjected to secondary wavelet transform and noise 
reduction processing, and the high frequency part of the 
detail component was ignored. The residual components 
were reconstructed by WT, and the d1 and d2 sequences were 
de-noised. The results are shown in Fig. 2 and 3.
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Fig. 2. d1 sequence wavelet de-noising contrast 
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Fig. 3. d2 sequence wavelet de-noising contrast 

From the results of Fig. 2 and 3, it can be seen that the 
amplitude and frequency of d1 and d2 are effectively reduced 
after wavelet de-noising, and the effect of d1 is more obvious, 
which is in accordance with the characteristics of wavelet 
analysis. Fig. 4 shows the relationship between the de-noising 
of the photovoltaic original power sequence before and 
after the solar radiation, and it can be seen that the power is 
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de-noised and the radiation is closer to the linear relationship 
and the data is more concentrated.
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Fig. 4. Original power de noising before and after radiation diagram with the sun

CONSTRUCTION OF ESN

ESN is a new type of recurrent neural network, which 
simplifies the network design and training process. ESN 
structure is shown in Fig. 5 , the overall structure consists of 
an input layer, a reserve pool, and an output layer [19]. There 
is l node in the input layer, n nodes in the reserve pool, and m 
nodes in the output layer. The solid link weight in the figure 
is required for the ESN, and the dotted part of the connection 
weight is selected depending on the situation. Corresponding 
t, the input vector u(t), the internal state vector x(t) and the 
output vector y(t) of the network are expressed as Eq. (1):

T
m

T
n

T
l

nytytyty

txtxtxtx

tutututu

)](),...,(),([)(

)](),...,(),([)(

)](),...,(),([)(

21

21

21

(1) 

ESN reserve pool neuron update equation is as Eq. (2):

))()()1(()1( tyWtWxtuWftx backin (2)

In Eq. (2):
x(t) – The value of the internal state vector at time t;
Win – The input weight of the input signal to the reserve 

pool; 
W – The internal pool of the reserve pool weight; 
Wback – The feedback weight of the output layer to the reserve 

pool.
The output equation of ESN is as Eq. (3):

))1(),1(),1((()1( tytxtuWfty outout (3)

In Eq. (3):
Wout – The connection weight between the input layer, the 

reserve pool and the output layer to the output layer;
 fout – The excitation function of the output layer, which 

usually takes the constant value. 
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Fig. 5. The structure of ESN

ESN training is a series of processes based on the training 
sample set u(t) y*(t) t=1,2,...,s) to get the network output 
weight matrix Wout. ESN training process is divided into two 
stages: sampling stage and weight calculation stage [20]. ESN 
network training process is shown in Fig. 6.

Initialized ESN network parameters,   reserve 
pool size n, the excitation function f,  sparse 

degree (SD), the spectral radius (SR), and  input 
unit scale (SC), randomly generate the 
connection weight matrix, x (0) = 0.

The sample data is input to the network, the 
internal state vector x and the output vector 

y are calculated to update the pool state.

From a certain moment,  the internal state vector x, 
the sample input u and the sample output y* are 
recorded,  the matrix B and T are constructed.

The output connection weight 
matrix Wout is calculated.

Make training reaches a certain 
precision or frequency.

Start

End

Fig. 6. ESN network training flow chart
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WT+ESN FORECAST MODEL

Based on WT theory and ESN, a power forecast model 
(WT+ESN) for high precision marine photovoltaic power 
generation system with anti-marine environmental 
interference is designed.

As shown in Fig.7, the WT+ESN forecast model is 
divided into two steps, wavelet decomposition and single 
reconstruction of the PV sequence and ESN forecast and 
linear integration. The whole idea is to preprocess the PV 
output power using WT to generate sub-sequences of different 
scale features, which are forecasted by ESN model respectively. 
Then the PV output sub-sequence is linearly superimposed 
to obtain the photovoltaic output forecast value.
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Fig. 7. WT + ESN model to predict flow chart

RESULTS AND DISCUSSION

For the photovoltaic power generation characteristics, and 
ESN parameters of the selected principles, the parameters of 
the ESN network are finally set, the size of the ESN reserve 
pool is 400, the sparse degree is 5%, the spectral radius is 0.1, 
the input scale and the displacement are 0.6 and 0 respectively.

In order to evaluate the performance of the model, the ESN 
forecast model, the BP neural network model, the WT+ESN 
model and the WT + BP model were established respectively, 
and the selected samples were analyzed by wavelet de-noising 
and no de-noising. Simulation results Fig. 8 and 9 shows the 
PV power forecast in the sunny day, and Fig. 10 and 11 show 
the PV power forecast in the cloudy day.
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Fig. 8. BP with the ESN model forecasted results (sunny)
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Fig. 9. WT + BP and WT+ESN model forecasted results (sunny)
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Fig. 10. BP with the ESN model forecasted results (cloudy)
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Fig. 11. WT + BP and WT+ESN model forecasted results (cloudy)
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The results graph show that the performance of the forecast 
model is improved obviously after the PV power sequence 
is de-noised by WT, and the forecast effect of the peak and 
the trough point of the power sequence is greatly improved, 
which shows that the wavelet transform prepares the PV 
sequence Is of great significance. ESN and BP neural network 
forecast curve comparison chart shows that, the average of 
the PV power forecasted by the ESN model is closer to the 
actual value and the forecast curve is more stable. But the 
power fluctuation forecasted by BP network is larger, which 
indicates that the forecasted performance of ESN is better 
than BP neural network, and the stability is stronger.

In order to evaluate the accuracy of the forecasting model, 
the relative error (RE), average percentage error (MAPE) 
and root mean square error (RMSE) are used to evaluate 
the forecast model effectively. The three kinds of errors are 
defined as Eq. (5), (6) and (7):
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In Eq. (5), (6) and (7):
N – The total number of data sequences;
i  – The forecasted time value, yi

*is the actual value;
yi  – The forecasted value.

The BP forecast model, the ESN forecast model, the 
WT + BP forecast model and the WT+ESN forecast model 
were evaluated by using the above forecasted model evaluation 
index. Tab. 1 and 2 show the comparison of the forecast results 
in the sunny and cloudy days respectively. Fig. 12 and 13 show 
the relative error curves of the sunny and cloudy samples 
respectively.
Tab. 1. A bolt sample four kinds of model forecast error value comparison

Original 
power 
(W)

BP ESN WT+BP WT+ESN
forecasted 

power 
(W)

RE(%)
forecasted 

power 
(W)

RE(%)
forecasted 

power 
(W)

RE(%)
forecasted 

power 
(W)

RE(%)

6285 4624 26.43 7472 -18.89 7188 -14.36 7160 -13.92

9738 10852 -11.44 10284 -5.61 8269 15.09 8716 10.5

12290 10524 14.37 11372 7.47 13449 -9.43 13510 -9.93

13876 12569 9.42 11968 13.75 16274 -17.28 14473 -4.3

14635 16401 -12.07 15790 -7.89 15984 -9.22 15763 -7.71

14613 16752 -14.64 16685 -14.18 15979 -9.35 15671 -7.24

13997 15309 -9.37 15864 -13.34 1563 -11.67 14903 -6.47

12614 14307 -13.42 12969 -2.82 13872 -9.97 13704 -8.64

10056 12989 -29.17 12609 -25.39 12559 -24.89 11595 -15.3

5666 7702 -35.94 7246 -27.89 4083 27.94 4518 20.27

MAPE(%) 17.63 13.72 14.92 10.43

RMSE 1840.16 1563.56 1636.29 1083.65
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Fig. 12. Sunny samples relative error curve

Tab. 2. Cloudy sample four kinds of models to forecast the error value comparison

Original 
power (W)

BP ESN WT+BP WT+ESN

Forecasted 
power (W) RE(%)

Forecasted 
power
(W)

RE(%)
Forecasted 

power
(W)

RE(%)
Forecasted

 power
(W)

RE(%)

691 1006 -45.64 442 36.06 387 44.05 496 28.31
2236 1513 32.32 1470 34.27 1690 24.4 1874 16.21
2668 3222 -20.76 3058 -14.63 3119 -16.87 2936 -10.03
3904 5170 -32.43 4309 -10.37 3591 8.03 3456 11.47
4424 5325 -20.36 5095 -15.17 4023 9.07 4300 2.8
2842 3736 -31.47 3479 -22.42 3445 -21.23 3334 -17.31
1236 1611 -30.3 1670 -35.13 1724 -39.48 1588 -28.46
786 1020 -29.81 940 -19.59 988 -25.76 870 -10.62
465 625 -34.31 357 23.3 343 26.19 383 17.64
148 111 25.16 118 20.36 97 34.16 105 28.8

MAPE(%) 29.36 23.03 24.92 17.17
RMSE 660.65 452.42 338.94 289.55

8:00 9:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00

time(h)

-50

-40

-30

-20

-10

0

10

20

30

40

50

re
la

tiv
e
 e

rr
o
r 

va
lu

e
%

BP

ESN

WT+BP

WT+ESN

Fig. 13. Cloudy sample relative error curve

Tab. 1 and 2 show that the BP neural network is accurate 
for the forecasted results of sunny and cloudy days, but the 
errors at 8 o’clock and 17 o’clock are large. The main reason 
is that the morning and evening clouds are thick clouds, 
atmospheric transparency is not very high, the temperature 
difference is relatively large, low solar radiation, the impact 
of photovoltaic output, resulting in a larger forecast error. 
Because of the dynamic reserve pool, the ESN model has 
excellent nonlinear mapping ability and is less susceptible 
to local optimum and stronger stability. Therefore, the 
forecast accuracy of ESN is higher than that of BP neural 
network. After the de-noising of the PV power sequence 
by WT, the original power was decomposed into regular 



POLISH MARITIME RESEARCH, No S2/201758

parts and random parts respectively, and the accuracy of 
the forecast model was improved. According to the error 
results of the four forecasted models, the forecast range of the 
WT+ESN model is smaller and more stable than the actual 
value. Regardless of which error index is used to evaluate, 
the forecast performance of WT+ESN is better than that of 
other three models, which proves the validity and accuracy 
of the designed model.

CONCLUSIONS

With the large-scale application of photovoltaic power 
generation technology and grid technology continues to 
mature, solar power generation has become an important 
part of the marine energy system. Based on the characteristics 
of the photovoltaic power generation system in the ship, this 
paper presented a high-precision power forecasting model 
for marine photovoltaic power generation system with anti-
marine environmental interference. Firstly, wavelet transform 
technology was used to preprocess the PV sequences in the 
marine environment to obtain the input PV components 
as the forecast model. And the ESN network structure and 
training process were built. The parameters and structure of 
the forecast model were determined by the Matlab platform 
and the collected PV data. Four forecast models of ESN, 
BP, WT+ESN and WT + BP were established. The forecast 
performance of the model was evaluated by three kinds of 
error indexes RE, MAPE and RMSE. The results show that 
the forecast curve of WT+ESN model is smaller and more 
flat, and its overall forecast performance is better than the 
other three models.
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