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Abstract

Prompt and proper management of healthcare waste is critical to minimize the negative
impact on the environment. Improving the prediction accuracy of the healthcare waste
generated in hospitals is essential and advantageous in effective waste management. This
study aims at developing a model to predict the amount of healthcare waste. For this pur-
pose, three models based on artificial neural network (ANN), multiple linear regression
(MLR), and combination of ANN and genetic algorithm (ANN-GA) are applied to predict
the waste of 50 hospitals in Iran. In order to improve the performance of ANN for predic-
tion, GA is applied to find the optimal initial weights in the ANN. The performance of the
three models is evaluated by mean squared errors. The obtained results have shown that
GA has significant impact on optimizing initial weights and improving the performance
of ANN.

1 Introduction

The number of healthcare facilities or medical
establishment, such as hospitals, clinics, medical
laboratories, pharmacies, and any support medical
services, has been growing over the last decades.
Consequently, there has been a significant increase,
especially in developing countries, in generation of
waste from the facilities. The total waste stream
generated from these facilities is known as health-
care waste. Healthcare waste types vary based
on their applications. For instance, World Health
Organization (WHO) classifies healthcare waste
into sharps, infectious, pathological, radioactive,
and pharmaceuticals [1]. Mohamed et al. cate-
gorized hazardous healthcare waste as infectious,
pathogenic, genotoxic, chemical, pharmaceutical,
sharps, and waste with heavy metals content, pres-
surized containers and radioactive materials [2].

All individuals exposed to hazardous healthcare
waste are potentially at risk, including those within
healthcare establishments that generate hazardous

waste, and those outside these sources who either
handle such waste or are exposed to it as a con-
sequence of careless management [3]. There is a
particular concern about infection with human im-
munodeficiency virus (HIV) and hepatitis viruses B
and C, for which there is strong evidence of trans-
mission via healthcare waste [4]. Among the dif-
ferent types of healthcare waste, sharps are critical
since the viruses are generally transmitted through
injuries from syringe needles contaminated by hu-
man blood [1]. In addition, infectious and anatomic
wastes together account for up to 15% of the to-
tal waste from healthcare activities [5]. Therefore,
these types of wastes have higher priority and thus
should be managed and tracked to prevent diseases
from spreading.

The actual amount of healthcare waste gener-
ated from healthcare facilities in the United States
is difficult to estimate due to the inconsistency in
the reported figures as well as the differences in
the definition and tracking procedures for health-
care waste used by different groups. Moreover, the
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difficulty in determining the amount of home health
care waste contributes to the uncertainty. How-
ever, some studies revealed a clear piece of evi-
dence showing that the amount of hospital wastes
has proliferated. For instance, the Environmental
Protection Agency (EPA) reported the total gener-
ation rate of hospital wastes at 13 pound per bed
per day in 1987, and another study in 1989 esti-
mated hospital waste generation ranging between
16 to 23 pounds per bed per day [6]. These fig-
ures show that the amount of generation of health-
care wastes may have increased significantly within
the decades. Healthcare wastes must be carefully
tracked and managed to minimize their risks to en-
vironment and health; however, it is difficult to
make an effective plan for effective handling of
healthcare wastes due to the increase and uncer-
tainty in healthcare waste generation.

Prediction methods can help achieve proper and
prompt management of healthcare wastes by deal-
ing with the uncertainty. Methods such as artifi-
cial neural networks (ANN) are used to estimate
the healthcare waste generated by healthcare facil-
ities [7]. ANN is one of the most common meth-
ods for prediction. Although ANNs are used for
solving a variety of prediction problems [8], they
have some restrictions. One of the most common
is associated with neural network training. The
learning algorithm, such as back-propagation al-
gorithm, adjusts the network’s weights and biases
by calculating the gradient of the error. Usually,
back-propagation neural networks are applied with
random initial weight setting because of symmetry
breaking. However, training the neural networks
with random initial weights may cause two main
issues: trapping into local minima and converging
slowly [9]. As a result, the ANN is often unable
to find a desirable solution. The performance of
ANN can be improved by genetic algorithms (GA).
GA are a class of global optimization techniques
that mimics some of the processes observed in nat-
ural evolution [9]. GA can guide weight optimiza-
tion which can quickly improve the performance of
ANN [10].

This paper presents an ANN improved by a GA
for accurate prediction of the amount of the health-
care waste in order to improve healthcare waste
management. The remainder of the article is as fol-
lows. In Section 2, three intelligent techniques are

applied to develop models for prediction of health-
care wastes. Section 3 illustrates numerical analy-
ses to evaluate the performance of the models with
real data. Finally, the study is concluded in Section
4.

2 Methodology

2.1 ANN for prediction

ANN can be defined as a model of reasoning
based on the human brain. The brain consists of
a densely interconnected set of basic information-
processing units, called neurons. The neurons are
connected by weighted links passing signals from
one neuron to another. ANN learns through re-
peated adjustments of these weights.

A multilayer perceptron is a feedforward neural
network with one or more hidden layers. Typically,
the network consists of an input layer of source neu-
rons, at least one middle or hidden layer of compu-
tational neurons, and an output layer of computa-
tional neurons. Feedforward networks are a class
of ANN in which the information will be commu-
nicated only downstream in the network. There
are different types of feedforward networks each
of which applies a different technique to modify
the weights for training. For example, the back-
propagation neural network is an ANN that calcu-
lates the gradient of the error and then propagates
error backward through the network to modify the
weights and biases [11].

In order to improve the accuracy of healthcare
waste prediction, an ANN model is developed with
6 input neurons, including four binary encoded in-
puts to indicate the healthcare facility type, one in-
put for capacity, and one input for bed occupancy
(more details provided in Section III). The ANN
has a hidden layer with 10 neurons, and an output
layer with one output neuron that yields the pre-
dicted amount of sharp wastes.

Figure 1 illustrates the ANN model. In ANN,
weight values can be binary or real coded. Some
studies used a binary representation of connection
weights [12]. Binary weight can eliminate irrele-
vant values but it may cause significance loss. In
the proposed ANN, real values are used for weights.
There are total 70 weights on the ANN, including
two sets of vectors: the first vector set containing
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difficulty in determining the amount of home health
care waste contributes to the uncertainty. How-
ever, some studies revealed a clear piece of evi-
dence showing that the amount of hospital wastes
has proliferated. For instance, the Environmental
Protection Agency (EPA) reported the total gener-
ation rate of hospital wastes at 13 pound per bed
per day in 1987, and another study in 1989 esti-
mated hospital waste generation ranging between
16 to 23 pounds per bed per day [6]. These fig-
ures show that the amount of generation of health-
care wastes may have increased significantly within
the decades. Healthcare wastes must be carefully
tracked and managed to minimize their risks to en-
vironment and health; however, it is difficult to
make an effective plan for effective handling of
healthcare wastes due to the increase and uncer-
tainty in healthcare waste generation.

Prediction methods can help achieve proper and
prompt management of healthcare wastes by deal-
ing with the uncertainty. Methods such as artifi-
cial neural networks (ANN) are used to estimate
the healthcare waste generated by healthcare facil-
ities [7]. ANN is one of the most common meth-
ods for prediction. Although ANNs are used for
solving a variety of prediction problems [8], they
have some restrictions. One of the most common
is associated with neural network training. The
learning algorithm, such as back-propagation al-
gorithm, adjusts the network’s weights and biases
by calculating the gradient of the error. Usually,
back-propagation neural networks are applied with
random initial weight setting because of symmetry
breaking. However, training the neural networks
with random initial weights may cause two main
issues: trapping into local minima and converging
slowly [9]. As a result, the ANN is often unable
to find a desirable solution. The performance of
ANN can be improved by genetic algorithms (GA).
GA are a class of global optimization techniques
that mimics some of the processes observed in nat-
ural evolution [9]. GA can guide weight optimiza-
tion which can quickly improve the performance of
ANN [10].

This paper presents an ANN improved by a GA
for accurate prediction of the amount of the health-
care waste in order to improve healthcare waste
management. The remainder of the article is as fol-
lows. In Section 2, three intelligent techniques are

applied to develop models for prediction of health-
care wastes. Section 3 illustrates numerical analy-
ses to evaluate the performance of the models with
real data. Finally, the study is concluded in Section
4.

2 Methodology

2.1 ANN for prediction

ANN can be defined as a model of reasoning
based on the human brain. The brain consists of
a densely interconnected set of basic information-
processing units, called neurons. The neurons are
connected by weighted links passing signals from
one neuron to another. ANN learns through re-
peated adjustments of these weights.

A multilayer perceptron is a feedforward neural
network with one or more hidden layers. Typically,
the network consists of an input layer of source neu-
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tional neurons. Feedforward networks are a class
of ANN in which the information will be commu-
nicated only downstream in the network. There
are different types of feedforward networks each
of which applies a different technique to modify
the weights for training. For example, the back-
propagation neural network is an ANN that calcu-
lates the gradient of the error and then propagates
error backward through the network to modify the
weights and biases [11].

In order to improve the accuracy of healthcare
waste prediction, an ANN model is developed with
6 input neurons, including four binary encoded in-
puts to indicate the healthcare facility type, one in-
put for capacity, and one input for bed occupancy
(more details provided in Section III). The ANN
has a hidden layer with 10 neurons, and an output
layer with one output neuron that yields the pre-
dicted amount of sharp wastes.

Figure 1 illustrates the ANN model. In ANN,
weight values can be binary or real coded. Some
studies used a binary representation of connection
weights [12]. Binary weight can eliminate irrele-
vant values but it may cause significance loss. In
the proposed ANN, real values are used for weights.
There are total 70 weights on the ANN, including
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weights between input and hidden layer and the sec-
ond vector set for weights between hidden and out-
put layer. The weights are initialized with random
values between -1.0 to +1.0.

Figure 1. Healthcare waste prediction ANN
model.

In the ANN, each neuron computes the net
weighted input by:

X=
n

∑
i=1

xiwi−θ (1)

where xi is the i-th input to the neuron, wi is the
weight on the i-th link, n is the number of inputs,
and ? is the threshold applied to the neuron. Next,
this input value is passed through the activation
function:

Y sigmond=
1

1+e−x (2)

Then, the weights are changed through the
supervised Multi-Layer Perceptron (MLP) feed-
forward training procedure based on a back-
propagation algorithm. The available dataset
will be divided into training, validation, and test
datasets. After training the ANN, the performance
of the ANN will be measured by mean squared er-
ror (MSE) for the test dataset [13].

Although the ANN should reduce MSE, there is
no guarantee that the initial weights are efficiently
selected, and the ANN may yield poor performance
due to the initial weights. There have been studies
of combining ANN and GA to optimize the learning
process of ANN [14-16]. In this research, a GA is
used for optimizing the selection of initial weights
in order to improve the performance of the ANN for
healthcare waste prediction.

2.2 ANN augmented with GA

GA are a class of stochastic search algorithms
based on biological evolution, which generates so-
lutions to optimization problems using techniques
inspired by natural evolution, such as inheritance,
mutation, selection, and crossover. In GA, a
population of candidate solutions to an optimiza-
tion problem is evolved toward better solutions.
Each candidate solution has a set of properties,
called chromosomes which can be altered and mu-
tated to reproduce the next population with better
fitness. The GA can be described by the following
steps:

1 Choose the size of a chromosome, population,
the crossover and mutation probabilities, and de-
fine the number of training epochs.

2 Define a fitness function to measure the perfor-
mance.

3 Generate an initial population of chromosomes
randomly.

4 Calculate the fitness function of each individual
chromosome.

5 Select a pair of chromosomes for mating from
the current population.

6 Create a pair of offspring chromosomes by ap-
plying the genetic operators – crossover and mu-
tation, respectively.

7 Place the created offspring chromosomes in the
new population.

8 Repeat Step 5 until the size of the new chromo-
some population becomes equal to the size of the
initial population, N.

9 Replace the initial (parent) chromosome popula-
tion with the new (offspring) population.

10 Go to Step 4, and repeat the process until the
termination criterion is satisfied.

A GA is applied to find an optimal set of ini-
tial weights for the multi-layer feedforward ANN.
Initial weights in the network are chosen randomly
within [-1, 1] [17]. A chromosome represents all the
initial weights and biases in the ANN, which are op-
timized through the GA. The ANN has 70 weighted
links (to be represented as genes in a chromosome)

vectors: the first vector set containing weights 
between input and hidden layer and the second 
vector set for weights between hidden and 
output layer. The weights are initialized with 
random values between -1.0 to +1.0. 
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between neurons in the three layers, including: 1)
an input layer with 6 neurons that represent type
of hospital, hospital capacity, and bed occupancy;
2) a hidden layer with 10 neurons; and 3) an out-
put layer with one output neuron. For this pur-
pose, the GA randomly creates a population of 1000
chromosomes and selects 100 of them which yield
better performance in the ANN (less MSE) using
the roulette wheel selection method [18]. Roulette
wheel selection is used for selecting potentially use-
ful solutions for recombination. The advantage of
roulette wheel selection is that it discards none of
the individuals in the population and gives a chance
to all of them to be selected. In addition, diversity
in the population is preserved [19]. The probability
for each individual being selected by roulette wheel
selection can be calculated by:

P [Individual i is chosen] = Fi
∑n

j=1 Fj
(3)

where Fi is the fitness of individual i and n is the
population size. The chromosome’s fitness is eval-
uated by the performance of the ANN (MSE). The
relative fitness of the individual chromosome deter-
mines the chance of the chromosome being selected
for mating.

Next, the GA applies crossover and mutation oper-
ations. Two-point crossover technique is used to re-
produce new chromosomes from the selected for the
next population. Then, a mutation operator is ap-
plied in order to maintain diversity within the popu-
lation. Since the initial weights of the ANN (genes)
could take any values between zero and one, the
mutation is conducted by switching random genes.
Finally, the best chromosome with the minimum
MSE is chosen and set as the initial weights for the
next period in the ANN [20]. Table 1 shows the
ANN-GA parameters used in this study.

Figure 2 shows the overall ANN-GA process to
optimize the initial weights of the ANN. At the first
step, the initial population of individuals (chromo-
somes) is generated, each of which codifies a set
of values for the weights of the connections and bi-
ases of the ANN. Then the fitness of each individ-
ual is evaluated, which entails allocating the values
of the weights and biases codified by the individual

to assess the network connections and calculating
the mean square error. After training and testing
the ANN, the error is calculated and used as the
individual’s fitness. After this initialization stage,
the genetic selection, crossover and mutation oper-
ators are applied to reproduce the next population
that will be used as the set of initial weights for the
ANN. This step is repeated until there is conver-
gence toward a population of individuals encoding
the set of weights that keep the error at a desired
level.

Table 1. ANN-GA parameters

Network parameters Description
Neural network architecture 6-10-1
Transfer function Sigmoid
Partitioning dataset 70%/15%/15%
(Train/Valid/Test) (35/7/8)
Search method GA
Population size 100
Fitness function MSE
Probability of crossover 0.85
Probability of mutation 0.019
Crossover technique Two point
Selection method Roulette wheel

selection

Figure 2. The ANN-GA algorithm
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an input layer with 6 neurons that represent type
of hospital, hospital capacity, and bed occupancy;
2) a hidden layer with 10 neurons; and 3) an out-
put layer with one output neuron. For this pur-
pose, the GA randomly creates a population of 1000
chromosomes and selects 100 of them which yield
better performance in the ANN (less MSE) using
the roulette wheel selection method [18]. Roulette
wheel selection is used for selecting potentially use-
ful solutions for recombination. The advantage of
roulette wheel selection is that it discards none of
the individuals in the population and gives a chance
to all of them to be selected. In addition, diversity
in the population is preserved [19]. The probability
for each individual being selected by roulette wheel
selection can be calculated by:

P [Individual i is chosen] = Fi
∑n

j=1 Fj
(3)

where Fi is the fitness of individual i and n is the
population size. The chromosome’s fitness is eval-
uated by the performance of the ANN (MSE). The
relative fitness of the individual chromosome deter-
mines the chance of the chromosome being selected
for mating.

Next, the GA applies crossover and mutation oper-
ations. Two-point crossover technique is used to re-
produce new chromosomes from the selected for the
next population. Then, a mutation operator is ap-
plied in order to maintain diversity within the popu-
lation. Since the initial weights of the ANN (genes)
could take any values between zero and one, the
mutation is conducted by switching random genes.
Finally, the best chromosome with the minimum
MSE is chosen and set as the initial weights for the
next period in the ANN [20]. Table 1 shows the
ANN-GA parameters used in this study.

Figure 2 shows the overall ANN-GA process to
optimize the initial weights of the ANN. At the first
step, the initial population of individuals (chromo-
somes) is generated, each of which codifies a set
of values for the weights of the connections and bi-
ases of the ANN. Then the fitness of each individ-
ual is evaluated, which entails allocating the values
of the weights and biases codified by the individual

to assess the network connections and calculating
the mean square error. After training and testing
the ANN, the error is calculated and used as the
individual’s fitness. After this initialization stage,
the genetic selection, crossover and mutation oper-
ators are applied to reproduce the next population
that will be used as the set of initial weights for the
ANN. This step is repeated until there is conver-
gence toward a population of individuals encoding
the set of weights that keep the error at a desired
level.

Table 1. ANN-GA parameters

Network parameters Description
Neural network architecture 6-10-1
Transfer function Sigmoid
Partitioning dataset 70%/15%/15%
(Train/Valid/Test) (35/7/8)
Search method GA
Population size 100
Fitness function MSE
Probability of crossover 0.85
Probability of mutation 0.019
Crossover technique Two point
Selection method Roulette wheel
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APPLICATION OF ARTIFICIAL NEURAL NETWORK AND . . .

In order to evaluate the results obtained from
the ANN-GA, a multiple linear regression (MLR)
model is developed on the same dataset for com-
parison.

2.3 Multiple linear regression (MLR)

In statistics, linear regression is an approach to
model the relationship between a scalar dependent
variable y and one or more explanatory variables de-
noted X. There are two types of regression models:
simple linear regression in which one input variable
is used to estimate the response variable; and multi-
ple linear regressions in which multiple explanatory
variables are used to estimate the response variable.

If the goal is prediction, linear regression can
be used to fit a predictive model to an observed data
set of dependent variable y and independent vari-
ables x ∈ X. After fitting a model, a new set of val-
ues for X can be presented to the fitted model to
make a prediction of the value of y. A MLR model
for predicting the healthcare waste generation can
be described as follows:

y = β0 +β1x1 +β2x2 +β3x3 + · · ·+βnxn (4)

The dependent variable y represents the pre-
dicted value of generated waste, and x1, x2, . . . , xn

are independent variables used to predict response
y. The coefficients β0, β1, . . . , βn denote the impact
of each input variables on response variable. In this
example, x1, x2, and x3 are dummy variables that
are employed to identify the hospital types. Thus,
no interaction exists between dummy variables and
continuous variables, i.e. the impact of bed occu-
pancy on healthcare waste does not change in dif-
ferent hospitals. However, the interaction between
capacity and bed occupancy is considered in MLR.
In total, there are five independent variables in the
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between neurons in the three layers, including: 1)
an input layer with 6 neurons that represent type
of hospital, hospital capacity, and bed occupancy;
2) a hidden layer with 10 neurons; and 3) an out-
put layer with one output neuron. For this pur-
pose, the GA randomly creates a population of 1000
chromosomes and selects 100 of them which yield
better performance in the ANN (less MSE) using
the roulette wheel selection method [18]. Roulette
wheel selection is used for selecting potentially use-
ful solutions for recombination. The advantage of
roulette wheel selection is that it discards none of
the individuals in the population and gives a chance
to all of them to be selected. In addition, diversity
in the population is preserved [19]. The probability
for each individual being selected by roulette wheel
selection can be calculated by:

P [Individual i is chosen] = Fi
∑n

j=1 Fj
(3)

where Fi is the fitness of individual i and n is the
population size. The chromosome’s fitness is eval-
uated by the performance of the ANN (MSE). The
relative fitness of the individual chromosome deter-
mines the chance of the chromosome being selected
for mating.

Next, the GA applies crossover and mutation oper-
ations. Two-point crossover technique is used to re-
produce new chromosomes from the selected for the
next population. Then, a mutation operator is ap-
plied in order to maintain diversity within the popu-
lation. Since the initial weights of the ANN (genes)
could take any values between zero and one, the
mutation is conducted by switching random genes.
Finally, the best chromosome with the minimum
MSE is chosen and set as the initial weights for the
next period in the ANN [20]. Table 1 shows the
ANN-GA parameters used in this study.

Figure 2 shows the overall ANN-GA process to
optimize the initial weights of the ANN. At the first
step, the initial population of individuals (chromo-
somes) is generated, each of which codifies a set
of values for the weights of the connections and bi-
ases of the ANN. Then the fitness of each individ-
ual is evaluated, which entails allocating the values
of the weights and biases codified by the individual

to assess the network connections and calculating
the mean square error. After training and testing
the ANN, the error is calculated and used as the
individual’s fitness. After this initialization stage,
the genetic selection, crossover and mutation oper-
ators are applied to reproduce the next population
that will be used as the set of initial weights for the
ANN. This step is repeated until there is conver-
gence toward a population of individuals encoding
the set of weights that keep the error at a desired
level.

Table 1. ANN-GA parameters

Network parameters Description
Neural network architecture 6-10-1
Transfer function Sigmoid
Partitioning dataset 70%/15%/15%
(Train/Valid/Test) (35/7/8)
Search method GA
Population size 100
Fitness function MSE
Probability of crossover 0.85
Probability of mutation 0.019
Crossover technique Two point
Selection method Roulette wheel

selection

Figure 2. The ANN-GA algorithm
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In order to evaluate the results obtained from
the ANN-GA, a multiple linear regression (MLR)
model is developed on the same dataset for com-
parison.

2.3 Multiple linear regression (MLR)

In statistics, linear regression is an approach to
model the relationship between a scalar dependent
variable y and one or more explanatory variables de-
noted X. There are two types of regression models:
simple linear regression in which one input variable
is used to estimate the response variable; and multi-
ple linear regressions in which multiple explanatory
variables are used to estimate the response variable.

If the goal is prediction, linear regression can
be used to fit a predictive model to an observed data
set of dependent variable y and independent vari-
ables x ∈ X. After fitting a model, a new set of val-
ues for X can be presented to the fitted model to
make a prediction of the value of y. A MLR model
for predicting the healthcare waste generation can
be described as follows:

y = β0 +β1x1 +β2x2 +β3x3 + · · ·+βnxn (4)

The dependent variable y represents the pre-
dicted value of generated waste, and x1, x2, . . . , xn

are independent variables used to predict response
y. The coefficients β0, β1, . . . , βn denote the impact
of each input variables on response variable. In this
example, x1, x2, and x3 are dummy variables that
are employed to identify the hospital types. Thus,
no interaction exists between dummy variables and
continuous variables, i.e. the impact of bed occu-
pancy on healthcare waste does not change in dif-
ferent hospitals. However, the interaction between
capacity and bed occupancy is considered in MLR.
In total, there are five independent variables in the
MLR as follows:

y=β0+β1x1+β2x2+β3x3+β4x4+β5x5+β45x4x5
(5)

where xi = 1 if the waste type is i (i = 1, 2, 3), 0 oth-
erwise; x4 is the capacity (number of beds); and x5
is bed occupancy. The MLR will be used for com-
parison with the ANN-GA model.

3 Evaluation

This research presents an ANN with a GA de-
veloped to predict the amount of the sharps gener-
ated by healthcare facilities. A dataset, which in-
cludes 50 hospitals in Iran [21], has been used in
order to train and test the ANN-GA model. The
dataset includes three important parameters that
may affect the waste generation: type of hospital,
hospital capacity and bed occupancy. According to
[21], hospital types were encoded as follows: pri-
vate hospital (1, 0, 0, 0), governmental hospital (0,
1, 0, 0), educational hospital (0, 0, 1, 0) and non-
educational, but university-related hospital (0, 0, 0,
1).

Three prediction methods are developed to im-
prove healthcare waste estimations: ANN, ANN-
GA, and MLR that are applied to the aforemen-
tioned dataset. In order to develop these methods
and test with the dataset, MATLAB Neural Network
toolbox and Minitab are used. The ANN consists of
an input layer with 6 neurons, a hidden layer with
10 neurons, and an output layer with one neuron.
MSE is used to measure the performance of ANN.

The performance of ANN and ANN-GA is
shown in Figs. 3 and 4, respectively. Figure 3 shows
the training for the ANN stops at epoch 9; however,
the test error starts increasing after epoch 6 while
the training error keeps decreasing, which means
that the model may overfit the training data. Figure
4 shows the three performance curves generated by
the ANN-GA has similar trends, showing no sign
of overfitting. The performance of the ANN-GA
has been significantly improved over that of ANN
as shown in Table 2.
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dataset includes three important parameters that
may affect the waste generation: type of hospital,
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[21], hospital types were encoded as follows: pri-
vate hospital (1, 0, 0, 0), governmental hospital (0,
1, 0, 0), educational hospital (0, 0, 1, 0) and non-
educational, but university-related hospital (0, 0, 0,
1).

Three prediction methods are developed to im-
prove healthcare waste estimations: ANN, ANN-
GA, and MLR that are applied to the aforemen-
tioned dataset. In order to develop these methods
and test with the dataset, MATLAB Neural Network
toolbox and Minitab are used. The ANN consists of
an input layer with 6 neurons, a hidden layer with
10 neurons, and an output layer with one neuron.
MSE is used to measure the performance of ANN.

The performance of ANN and ANN-GA is
shown in Figs. 3 and 4, respectively. Figure 3 shows
the training for the ANN stops at epoch 9; however,
the test error starts increasing after epoch 6 while
the training error keeps decreasing, which means
that the model may overfit the training data. Figure
4 shows the three performance curves generated by
the ANN-GA has similar trends, showing no sign
of overfitting. The performance of the ANN-GA
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as shown in Table 2.

Figure 3. Performance of ANN

APPLICATION OF ARTIFICIAL NEURAL NETWORK AND . . .

In order to evaluate the results obtained from
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is used to estimate the response variable; and multi-
ple linear regressions in which multiple explanatory
variables are used to estimate the response variable.

If the goal is prediction, linear regression can
be used to fit a predictive model to an observed data
set of dependent variable y and independent vari-
ables x ∈ X. After fitting a model, a new set of val-
ues for X can be presented to the fitted model to
make a prediction of the value of y. A MLR model
for predicting the healthcare waste generation can
be described as follows:

y = β0 +β1x1 +β2x2 +β3x3 + · · ·+βnxn (4)

The dependent variable y represents the pre-
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are independent variables used to predict response
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are employed to identify the hospital types. Thus,
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pancy on healthcare waste does not change in dif-
ferent hospitals. However, the interaction between
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Table 2. MSE of ANN, ANN-GA, and MLR

Model MSE
ANN 1,930
ANN-GA 2.9563
MLR 28.8659

For comparison, a MLR is developed to esti-
mate the relationship between the healthcare waste
and the three types input variables. Table 3 shows
the coefficients of MLR parameters estimated us-
ing 70% of the dataset (training dataset). The fitted
MLR model is shown in Equation (6):

Target =−11.608+5.584x1 −4.242x2 +

8.018x3 +0.248x4 −0.087x5 −0.002x45
(6)

Table 3. General regression analysis: coefficients

coef SE.
coef

t-value p-value

β0 -11.607 5.982 -1.941 0.062
β1 5.584 4.766 1.172 0.251
β2 -4.242 8.324 -0.509 0.614
β3 8.018 4.577 1.752 0.091
β4 0.247 0.054 4.556 0.001
β5 -0.0874 0.133 -0.657 0.517
β45 -0.002 0.001 -2.515 0.018

According to the p-value analysis in the general
regression model shown in Table 3(α = 0.1), hos-
pital type and capacity have significant effects on
healthcare waste generation. In addition, since ca-
pacity and bed occupancy have interaction (small p-
value), bed occupancy is also included in the MLR
model. The MSE for the MLR is 28.8569.

Among the three methods applied to the dataset,
ANN-GA method provides the smallest MSE
(2.9563). The MSE of MLR (28.8659) is smaller
than that of ANN (1.93E+03) but larger than that
of ANN-GA. Thus, the results show that MLR is
more accurate than random ANN to estimate the
amount of healthcare wastes produced; however, by
improving the initial weights using a GA, the ac-
curacy of the ANN can be significantly improved,
and thus it can reduce the uncertainty in healthcare
waste generation. One of the reasons that the per-
formance of the ANN is so poor is that the size of
dataset is small with only 50 records. It is often the
case because this kind of data is difficult to obtain.
However, this study shows that the performance of
ANN can be significantly improved by GA even
though the volume of the dataset is not sufficient.

4 Conclusion

Accurate prediction of healthcare waste gen-
eration plays an important role in establishing a
proper management plan on generation, collection,
transportation, treatment and disposal of the health-
care waste. However, forecasting the exact amount
of waste is challenging due to uncertainties in the
healthcare environment such as the number of inpa-
tients/outpatients per day, the type and number of
surgery, and the technology level used in the hos-
pital. To overcome these challenges and realize
proper management of healthcare waste, this pa-
per presents three methods to predict the amount
of healthcare waste generated by healthcare facil-
ities. The MLR model shows that hospital type, ca-
pacity, and bed occupancy are appropriate parame-
ters to predict the healthcare wastes; however, the
performance of the ANN based on those input pa-
rameters reveals that it is not an appropriate model
to predict healthcare wastes, particularly when the
available data set is limited. This paper presents an
ANN model augmented by a GA to predict health-
care waste generation with high accuracy. By op-
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timizing the initial weights, the ANN-GA performs
significantly better than other methods even though
the size of the dataset is small [22]. The perfor-
mance can be further improved by selecting suit-
able parameters in the GA such as selection crite-
ria, crossover/mutation operators, and initial popu-
lation. The difference between MSE of the ANN
and that of the ANN-GA shows that setting appro-
priate initial weights are critical on the performance
of ANN. In order to improve the model, the effect of
other potential factors will be studied in the future
with more extensive datasets. In addition, other pre-
diction methods, such as bootstrapping and boost-
ing, will be investigated in order to improve the ac-
curacy of prediction.
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