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Abstract. We propose to tackle the problem of maternal abdominal electric signals decomposition with a combined application of independent

component analysis and projective or adaptive filtering. The developed method is employed to process the four-channel abdominal signals

recorded during twin pregnancy. These signals are complicated mixtures of the maternal ECG, the ECGs of the fetal twins and noise

of various origin. Although the independent component analysis cannot separate the respective signals, the proposed combination of the

methods deals with this task successfully. A simulation experiment confirms high efficiency of this approach.
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1. Introduction

The fetal electrocardiogram (FECG) is a source of the com-

plex diagnostic information which can be analyzed by obste-

tricians for the assessment of the fetal well-being [1]. Numer-

ous attempts have been made to develop effective methods of

the FECG signals recording and analysis. The non-invasive

approach, we focus on in this paper, is based on the signals

recorded from the maternal abdominal wall. Such signals con-

tain not only the fetal ECG but primarily the maternal electro-

cardiogram (MECG) and various types of noise (e.g. maternal

muscles activity or artifacts resulting from fetal movements).

Since in most cases the maternal electrocardiogram ampli-

tude significantly exceeds that of the fetal ECG, an essential

problem is the efficient suppression of this prevailing compo-

nent [2].

Two most important approaches to cope with the problem

can be distinguished. The first one is based on the analysis

of single-channel signals. It exploits the approximate repeata-

bility of the ECG beats to achieve the goal of the abdominal

signals separation. Construction of the MECG beat template

and subtraction of this template from the analyzed signal in

the places where individual beats occur is a simple, yet effec-

tive solution of the problem [3]. The second approach is based

on the analysis of multi-channel signals. In [4] application of

adaptive filtering was described, with a few thoracic signals

at the reference inputs, combined to cancel the maternal ECG

in the abdominal signals. In [5] the weighted addition of four

signals from the abdominal wall was performed to suppress

the maternal ECG. A set of important techniques was based

on the application of singular value decomposition to the sep-

aration of the maternal and the fetal source signals [6]. Appli-

cation of independent component analysis (ICA), exploiting

not only the second (as in [6]) but also higher order statis-

tical conditions of independence, allowed to achieve a great

progress in the accomplishment of the separation task [7, 8].

Both mentioned methods involve the redundancy of the multi-

channel ECG recordings. Therefore they require at least three

or four channels to achieve the goal of the fetal ECG extrac-

tion. In cases of twin pregnancy, however, even larger number

of channels does not guarantee the methods success in sepa-

rating the ECG signals of the twins.

In this work we propose a different solution of the prob-

lem. A combination of approaches typical for the multi-

channel and the single-channel techniques makes possible ex-

ploiting both types of ECG signals redundancy. The inde-

pendent component analysis performs the spatial separation

of the abdominal signals; a single-channel approach based on

projective filtering of the time-aligned ECG beats [9] or adap-

tive impulse correlated filtering [10] is employed to improve

the results of the separation. The developed method operates

repeatedly, and each time it separates one source signal only.

The rest of the paper is organized as follows: Sec. 2 de-

scribes the method proposed, in Sec. 3 its operation is illus-

trated and investigated, and in Sec. 4 we formulate the final

conclusions.

2. Methods

2.1. Projective filtering of time-aligned beats (PFTAB). In

the preprocessing phase of projective filtering, we perform

detection and cross-correlation function based synchroniza-

tion of the QRS complexes. This way a set of fiducial marks

{rk|k = 1, 2, . . . , K +1}, corresponding to the same position

within the respective K +1 QRS complexes, is created. Once

the fiducial marks are established, the intrinsic operations of

the method begin. They are as follows.

1. Reconstruction of the state-space representation [11] of the

observed noisy signal by application of the Takens embed-

ding operation [12]; a point in the reconstructed state-space

is a vector:
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x(n) = [x(n), x(n + τ), . . . , x (n + (m− 1) τ)]
⊤

, (1)

where x(n) is the processed signal, τ is the time lag (τ = 1
is used in this application) and m is the embedding dimen-

sion.

2. The learning phase of the method: application of prin-

cipal component analysis (PCA [13]) to the construc-

tion of signal subspaces for each position within an ECG

beat.

3. The processing phase: correction of each individual point

x(n), by its projection into the corresponding signal sub-

space, and finally conversion of the corrected points back

into one-dimensional signal.

In order to facilitate construction of local signal subspaces

(LSS) for all positions within a beat, the beats are stored in

an auxiliary matrix T. We assume that a beat begins b sam-

ples before its fiducial mark and ends b + 1 samples before

the fiducial mark of the next beat (in the experiments that are

presented, we used b corresponding to 150 ms). Each beat

occupies one column of T = [t1, t2, . . . , tK ]. The number of

rows depends on the length RRmax of the longest beat. It must

be large enough to allow construction of a signal subspace for

j = RRmax. Thus, we set I = RRmax +(m− 1), and all the

beats in T are extended to this length; we apply the method

of zero order extension that extends a beat by repeating its

last sample.

Storing the beats in matrix T enables easy determina-

tion of so-called neighborhoods corresponding to the re-

spective positions within a beat. To this end for each j
(1 ≤ j ≤ RRmax) we first select a submatrix of T (T(j) =

[t
(j)
1 , t

(j)
2 , . . . , t

(j)
K ]; t

(j)
i,k = tj+i−1,k) containing the vectors

that correspond to the synchronized trajectory points. Then

we form neighborhood Γ(j) corresponding to the j-th posi-

tion within a beat by rejection of the assumed fraction cρ of

the most distant points (those whose Euclidean distance to the

neighborhood center is largest; cρ = 0.1 was used during the

experiments that are presented).

After determination of a local neighborhood we proceed

with construction of a local signal subspace. First, a local

mean t
(j)

is computed and then the covariance matrix of the

deviations from the mean

C(j) =
1

card
(
Γ(j)

)
∑

k∈Γ(j)

(
t
(j)
k − t

(j)
) (

t
(j)
k − t

(j)
)⊤

, (2)

where card (·) is the cardinality of a set.

Then we perform eigendecomposition of the covariance

matrix

C(j) = E(j)∆(j)E(j)⊤, (3)

where E(j) =
[
e
(j)
1 , · · · , e

(j)
m

]
, ∆(j) = diag

(
δ
(j)
1 , · · · , δ

(j)
m

)
.

Eigenvectors e
(j)
i of the j-th covariance matrix are the

principal axes [13] (principal components directions) of the

neighborhood points deviations from the mean. The corre-

sponding eigenvalues δ
(j)
i are equal to the total energy of

the deviations in the respective directions. The eigenvectors

e
(j)
i are sorted with respect to the corresponding eigenvalues

so that δ
(j)
1 ≥ δ

(j)
2 ≥ . . . ≥ δ

(j)
m . The signal subspaces are

composed of the first Q (Q < m) principal axes

E
(j)
Q =

[
e
(j)
1 , · · · , e

(j)
Q

]
. (4)

Construction of signal subspaces for all positions within a beat

ends the learning phase of the method.

In the processing phase, we first determine a position j
within a beat, the point under correction belongs to

∀
rk−b≤n<rk+1−b

j(n)=

{
n−rk+b+1, n−rk+b<RRmax

RRmax, otherwise
.

(5)

and then we project the point into the corresponding signal

subspace

x′(n) = t
(j(n))

+ E
(j(n))
Q E

(j(n))⊤
Q

(
x(n) − t

(j(n))
)
. (6)

The n-th sample of the processed signal occurs in m

trajectory points, as the l-th entry x
(n−l+1)
l of the vector

x(n−l+1). Averaging the results of the respective points pro-

jection leads to the following formula for the corrected signal

sample

x′(n) =
1

m

m∑

l=1

x′
l
(n−l+1). (7)

The method can be regarded as an extension of the pop-

ular method of time averaging [14, 15] but contrary to the

averaging it preserves the variability of the ECG beats mor-

phology. It can effectively be applied to suppress the muscular

noise whose spectrum overlaps that of the desired ECG sig-

nal. Although in this application the further modifications of

nonlinear projective filtering are more effective [16], PFTAB

appeared more advantageous in extraction of FECG compo-

nent from the single-channel signals recorded from the ma-

ternal abdominal wall [9]. In this application the method is

used to enhance the maternal ECG (by suppressing the fetal

ECG and noise) and later this component is subtracted from

the original signal. This leads to maternal ECG suppression

and fetal ECG extraction. In this application of PFTAB it was

favorable to use higher dimensions of signal subspaces near

the maternal QRS complexes (e.g. Q = 2) and lower in other

parts of the processed signals (Q = 1 or Q = 0); such dimen-

sions are denoted as Q = 2|1 and Q = 2|0, respectively. This

way the complexes, which are the most variable part of the

ECG beats, are reconstructed more precisely and then more

effectively suppressed.

2.2. Blind source separation model. The model has widely

been used in many applications [6–8,17–20]. It is based on the

assumption that the signals from different leads are different

linear combinations of the same source signals, independent

from one another

x(n) = Az(n) + η(n), (8)

where x(n) = [x1(n), · · · , xK(n)]⊤ denotes the observation

vector in the measurement space (the measured signals vec-

tor), z(n) = [z1(n), · · · , zK(n)]⊤ is the source signals vector,
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η(n) = [η1(n), · · · , ηK(n)]⊤ – the vector of the noise com-

ponents; A is the mixing (projecting) matrix, with the entry

ai,k by which the k-th source signal is multiplied to form the

i-th observation

xi(n)
K∑

k=1

ai,kzk(n) + ηi(n), i = 1, · · · , K. (9)

For simplicity the same number of measured and source sig-

nals, equal to K , is assumed in the model.

Knowing the projecting matrix A and assuming that it can

be inverted, we can calculate the separating matrix B = A−1

and then decompose the measured signals as follows

ẑ(n) = Bx(n) = A
−1

Az(n) + A
−1

η(n)

= z(n) + A
−1

η(n).
(10)

However, since A is usually unknown, we have to perform

the “blind source separation”, only on the basis of the source

signals statistical independence.

To this end we applied the JADE (which stands for

Joint Approximate Diagonalization of cumulant Eigenmatri-

ces [21]) algorithm, exploiting the second order (covariance)

and the fourth order (cumulants) conditions of the statistical

independence. Applying JADE we obtain the estimates of the

mixing (Â) and separating matrix (B̂). They are determined

with the assumption of the source signals spatial whiteness

(E
[
zz

⊤
]

= 1). This assumption is allowable because of the

known ambiguity of model (8) in which we cannot evaluate

the variances of the source signals (since multiplying a source

signal zi(n) by a constant can be compensated by dividing

the corresponding column âi of the mixing matrix).

2.3. Assessment of ECG signals quality. The ECG signals

characteristic feature is their approximate repeatability. This

feature can be evaluated with the use of the autocorrelation

function

Rxx(τ) = E [x(n)x(n + τ)] . (11)

For strictly periodic signals, the function has a maximum

for every multiple of the signal period. However, the length of

the successive ECG cycles can differ. Moreover, the dominant

ECG waves (the QRS complexes) have some parts of differ-

ent polarization. These features can complicate evaluation of

the signals periodicity. As far as the fetal ECG is regarded,

some difficulties can also be caused by a considerable noise

energy (if compared to the energy of the desired FECG). To

make the use of the autocorrelation function for ECG signals

quality evaluation more effective, we developed the following

approach [22]:

• First the operation enhancing the QRS complexes is deter-

mined (to this end we applied the classical detection func-

tion based on linear filtering, squaring and moving window

integration [23]).

• Then Ni equidistant signal parts, located in a time-window

of the assumed length, are selected.

• On the basis of the windowed detection function, the au-

tocorrelation function is computed.

• For each time-window (see Fig. 1), we calculate the local

quality index QIi by searching for the largest value (h1) of

the autocorrelation function in the allowable range of the

delay variable τ and then finding the smallest value (h2)

preceding h1: QIi = h1/h2 (h2 > 0 because the detection

function used is always nonnegative).

• Finally, the median value of the obtained indices is calcu-

lated

QI = median{QIi | i = 1, 2, · · · , Ni}. (12)

Fig. 1. Determination of the ECG signals quality index. From the

top: the analyzed signal (x(n)), the calculated detection function

(y(n)) and the normalized autocorrelation function (R∗

yy(τ ) =
Ryy(τ )/Ryy(0)). For the presented i-th signal segment, the index

(QIi) is equal to h1/h2

The larger value of the index means that one periodic

component dominates in the signal. In such a case, we can

conclude that the level of noise is low and efficient suppres-

sion of other periodic ECG components was achieved. For

a very poor separation, the index value decreases to 1.

2.4. Sequential determination of source subspaces. Al-

though estimation of source signals is based on the assumption

of their statistical independence, the common origin of some

estimates does not confirm this assumption. Therefore, in the

papers [7,24,25], the concept of independent source subspaces

determination was introduced. The estimates of source signals

are grouped with respect to their origin (the maternal or fetal

hearts) and they compose the subspaces that can be employed

for reconstruction of the corresponding components of the

measured signals. If we denote as F the set containing the

numbers of the source signals that belong to the same sub-

space (for simplicity such a set is called as a subspace itself),

the operation can be expressed in the following way

Fxi(n) =
∑

k∈F

âi,kẑk(n), i = 1, · · · , K, (13)

where ẑk(n) is the k-th estimated source signal, âi,k is the en-

try of the mixing matrix, Fxi(n) is the component of the i-th
measured signal, reconstructed on the basis of subspace F .

When the number of source signals is larger than the num-

ber of the measured ones, independent component analysis

can not assure their perfect separation. To accomplish this task

in such conditions, we developed the method of sequential

determination of source subspaces (SDSS) [22]. Its operation
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can be summarized as follows. We perform independent com-

ponent analysis many times: each time we select the source

signal of the best quality, we enhance it with the use of some

filter, and then we reconstruct and subtract the correspond-

ing components of the measured signals. In the description

that follows, the measured signals and the signals obtained

after the aforementioned subtraction are called as the basic

signals. The initial vector of the basic signals is denoted as

x
[0](n) = x(n).

SDSS algorithm

1. The iteration counter ℓ is preset: ℓ = 1.

2. For the basic signals obtained after accomplishment of the

previous iteration, the JADE algorithm is applied to de-

termine the estimates B̂
[ℓ] and Â

[ℓ] of the separating and

mixing matrices; then the source signals estimation is per-

formed ẑ
[ℓ](n) = B̂

[ℓ]
x

[ℓ−1](n).
3. For each of the K determined estimates of the source sig-

nals, contained in vector ẑ
[ℓ](n), the quality index defined

by (12) is calculated.

4. We find the number (v[ℓ]) of the source signal estimate

for which the largest value of the index (QI
[ℓ]
max) has been

obtained in the current iteration.

5. The condition of the iterations termination: QI
[ℓ]
max < QIθ

is checked (QIθ is the assumed minimal value of the qual-

ity index). When the condition is satisfied, the algorithm

is terminated; otherwise, it is continued.

6. We perform QRS detection in the selected source sig-

nal (ẑ
[ℓ]

v[ℓ](n)), and the results are stored in set R[ℓ] =

{r
[ℓ]
i

∣∣∣i = 1, 2, · · · , N
[ℓ]
r } where r

[ℓ]
i denotes the location

of the i-th complex, N
[ℓ]
r is the number of complexes de-

tected.

7. Set R[ℓ] is compared with those obtained during the pre-

vious iterations (R[1], · · · ,R[ℓ−1]), and the first one with

which it does not differ too much (when the total num-

ber of different QRS locations in both sets does not ex-

ceed the assumed allowable value – 60% of the previous-

ly detected complexes) replaces R[ℓ]; the compared loca-

tions are regarded as coincident if they differ by less than

20 ms.

8. The chosen estimate undergoes filtering that is aimed to

enhance the dominant ECG and to suppress the other

components: ẑ
′[ℓ]

v[ℓ](n) = F{ẑ
[ℓ]

v[ℓ](n)}; the operation can be

accomplished with the use of projective [9] or adaptive

impulse correlated filtering [10]; both types of filters re-

quire the knowledge of the QRS complexes locations – it

is provided by set R[ℓ].

9. The filtered estimate of a source signal is projected back in-

to the measurement space to reconstruct the corresponding

components of the basic signals

r
[ℓ](n) = â

[ℓ]

v[ℓ] ẑ
′[l]

v[ℓ](n), (14)

where â
[ℓ]

v[ℓ] is the column of the mixing matrix, corre-

sponding to the selected source signal:
(
ẑ
′[ℓ]

v[ℓ](n)
)

.

10. The reconstructed components are subtracted from the

basic signals to create their new form

x
[ℓ](n) = x

[ℓ−1](n)− r
[ℓ](n). (15)

11. If the iteration counter does not exceed the assumed maxi-

mal value, it is incremented (ℓ← ℓ + 1) and the algorithm

jumps to the second step of the next iteration; otherwise it

terminates its operation.

The algorithm produces a new vector of source signals

which were selected during the successive iterations: Lẑ(n) =[
ẑ
[1]

v[1](n), · · · , ẑ
[L]

v[L](n)
]⊤

, where L is the number of iterations

executed, a corresponding vector of the enhanced source sig-

nals: Lẑ
′(n) =

[
ẑ
′[1]

v[1](n), · · · , ẑ
′[L]

v[L](n)
]T

, and a new estimate

of the mixing matrix: LÂ =
[
â

[1]

v[1] , · · · , â
[L]

v[L]

]
. The numbers

of the signals generated by the maternal or the fetal hearts,

composing the corresponding source subspaces of: the mater-

nal ECG (F1) and the ECG of the first (F2) or the second fetus

(F3) are determined during execution of the 7th step of the

successive iterations – comparison of the sets containing the

results of QRS detection (it is assumed that the source signals

corresponding to the same sets compose the same source sub-

spaces). Consequently, on the basis of vector Lẑ
′(n), we can

decompose the measured signals into the components from

different sources

Fp
xi(n) =

∑

k∈Fp

Lâi,k Lẑ′k(n), i = 1, · · · , K, (16)

where p is the number of a source subspace.

In the algorithm described, we do not try to establish the

origin of the selected source signals, i.e. we do not try to dif-

ferentiate the maternal ECG from the fetal one. Consequently,

we have to process those signals with the use of the methods

that are effective in both cases. Thus the most difficult task of

QRS detection was accomplished by the algorithm described

in [23]. It is based on normalized matched filtering; to detect

each new complex it takes into account its predicted localiza-

tion. In our experiments the detector was very effective when

fetal ECG signals were analyzed, and it allowed for almost

error free detection of the maternal complexes.

In this study the filtering operation, performed in the 8th

step of the algorithm, was accomplished with the use of pro-

jective or adaptive impulse correlated filtering. The resulting

methods are denoted as SDSS-PF or SDSS-AF, respectively.

3. Numerical experiments

Two experiments were performed to assess the method per-

formance in processing the signals of the fetal twins. In the

first experiment, we analyzed the genuine twin pregnancy sig-

nals. They allowed us to make some visual appraisal of the

decomposition results. However, to make some quantitative

assessment of the method efficiency, a simulation experiment

was also conducted.
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3.1. Qualitative experiment. In this experiment we applied

the method to process 4 maternal abdominal four-channel sig-

nals, recorded during twin pregnancy. Each signal was of

5 min length, stored with the sampling frequency of 500 Hz.

We applied the SDSS-PF method and for the projective filter

the embedding dimension m = 50 was used, and different di-

mensions of signal subspaces: Q = 2 near the QRS complex-

es and Q = 1 in other regions of the ECG beats (Q = 2|1).

Before the method application, the processed signals were fil-

tered to suppress the low frequency noise and the power-line

interference (the first cut-off frequency of the filter pass-band

was equal to 5 Hz). The filter described in [26] was applied

for this purpose; more advanced nonlinear approach [27] will

be used in future applications.

The method operation is illustrated in Figs. 2–8. As we can

notice, the processed signal (Fig. 2A) is a complicated mix-

ture of the bio-electrical components generated in the hearts

of the mother and the fetal twins. The twins components are

not recognizable, but we can distinguish the maternal ECG.

It is of relatively high rate, exceeding 100 bpm. It should be

noted that such a high maternal heart rate is not uncommon

in twin pregnancies because they place increased demands on

the maternal circulation [28, 29].

Fig. 2. Illustration of SDSS-PF operation: A) the measured signals

x(n) which are the initial form of the “basic” signals: x[0](n); B) the

source signals estimates calculated during the second step of the al-

gorithm first iteration (the arrow indicates the estimate that achieved

the largest value of the quality index); a.u. stands for arbitrary units

Fig. 3. Illustration of SDSS-PF operation: A) the components of the

measured signals reconstructed on the basis of the source signal in-

dicated by the arrow in the previous figure (after its projective filter-

ing); B) the “basic” signals with the reduced number of independent

components (obtained after the first iteration of the algorithm)

Fig. 4. Illustration of SDSS-PF operation: A) the source signals esti-

mates calculated in the second step of the second iteration (the arrow

indicates the estimate of the highest quality); B) the “basic” signals

with the reduced number of independent components (obtained after

the second iteration of the algorithm)
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Fig. 5. The source signals estimates calculated during the successive

iterations of the SDSS-PF method

Fig. 6. Results of source subspaces determination by projective filter-

ing and grouping of the source signals estimates. The maternal ECG

source subspace: F1 = {1, 2}, contains the estimates bz′[1]

v[1](n) andbz′[2]

v[2](n); the ECG source subspace of the first fetus: F2 = {3, 6},

the estimates bz′[3]

v[3](n) and bz′[6]

v[6](n), and the subspace of the second

fetus: F3 = {4, 5}, the estimates bz′[4]

v[4](n) and bz′[5]

v[5](n)

Fig. 7. Results of QRS complexes detection: A) obtained during the

successive iterations of SDSS-PF algorithm, on the basis of the high-

est quality estimates of the source signals; B) chosen from the above

in the 7th step of each iteration (as we can see R[2] was replaced by

R[1], R[5] by R[4] and R[6] by R[3])

Fig. 8. Results of the twins ECGs reconstruction on the basis of their

source subspaces: F2 and F3 from Fig. 6, respectively
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In the second step of the first iteration of SDSS, applying

the Jade algorithm, we obtained the source signals estimates

presented in part B of Fig. 2. Clearly, the method was unable

to separate the ECG signals involved. Only the estimate indi-

cated by an arrow is dominated by a signal from one heart:

it is the maternal one. For this estimate the largest value of

the quality index (QI
[1]
max) was achieved. Therefore according

to the 8th step of SDSS, this estimate was enhanced by the

projective filter. In the 9th step, the enhanced estimate was

reprojected into the measurement space (14), and the cor-

responding components of the respective measured signals

were reconstructed (Fig. 3A). Their subtraction (in the 10th

step od SDSS) canceled one of the independent components

of the recorded signal (compare Fig. 3B with Fig. 2A) and

consequently resulted in significant suppression of the mater-

nal ECG.

Execution of the second step of the second SDSS itera-

tion allowed (Fig. 4) to separate not only the second maternal

source signal but also the first fetal one (ẑ
[2]
3 (n)). However,

the estimate of the maternal source signal obtained the high-

est value of the quality index. Therefore, it was this estimate

that was processed in the second iteration and, as a result,

the maternal ECG was almost completely removed from the

basic signals (Fig. 4B).

In the example presented, the SDSS algorithm realized

6 iterations and, as a result, 6 source signals were selected

(Fig. 5). On their basis the source subspaces were constructed

(Fig. 6). As we can see in Fig. 5, during the first 4 iterations

the source signals estimates corresponding to all interesting

ECG components (of the mother and the both fetuses) were

separated. However, in the fifth source signal
(
ẑ
[5]

v[5](n)
)

we

can perceive the mixed components of the both fetal ECGs.

Nonetheless, in the last estimate
(
ẑ
[6]

v[6](n)
)

the ECG of one

fetus was again well separated. To gain an explanation of

such SDSS operation, we should carefully analyze Figs. 6

and 7.

In Fig. 7A we presented the results of QRS complexes

detection, performed in the sixth step of the successive itera-

tions (sets R[ℓ], ℓ = 1, 2, · · · , 6). In part B of the figure, we

can see the results of the comparison of these sets, performed

in the 7th step of the algorithm. In this step, assuming that

the detection performance can gradually decrease during the

successive iterations, we were searching for similar results ob-

tained during the previous iterations. Consequently, set R[2]

was replaced byR[1], set R[5] (with large number of detection

errors, indeed) by R[4] and similarly R[6] by R[3].

During the successive iterations, the chosen detection re-

sults were exploited by the projective filter enhancing the

selected estimates of the source signals (from Fig. 5). The

enhanced estimates are presented in Fig. 6. In most itera-

tions the projective filter caused mostly suppression of noise,

and this way more precise estimation of the selected source

signals. However, in the 5th iteration it was this filter that

allowed for suppression of one of the mixed signals of the

twins. Thus, by filtering signal ẑ
[5]

v[5](n) from Fig. 5 we ob-

tained signal ẑ′[5]v[5](n) from Fig. 6, containing the separated

FECG component of the second twin. Removing this signal

from the basic ones allowed for a successful extraction of the

last estimate of the fetal source signal (ẑ
[6]

v[6](n) from Fig. 5)

during the last iteration. This way the SDSS-PF method cre-

ated 3 two-dimensional source subspaces, corresponding to

the ECGs of the mother and the both twins. Finally, as we

can see in Fig. 8, the both fetal components of the respective

channels were reconstructed.

Information on the results of the respective signals

processing is given in Table 1: #FHR denotes the number of

fetal heart rates determined, |Fk| – the dimension of the k-th

source subspace created. As we can see, in three cases the pro-

posed method allowed for successful analysis of the processed

signals (the heart rates of both twin fetuses were determined:

#FHR=2). It failed in one case only (#FHR=1), not being able

to determine the heart rate of the second twin. However, in

this case the amplitude of the second FECG was so small

that visually no traces of its presence were perceivable (and,

consequently, no subspace describing the ECG of the second

twin could have been constructed: |F3| 0). It should be em-

phasized that, apart from this single case, the SDSS method

allowed us not only to detect the fetal heart rates, but also to

determine the source subspaces and to reconstruct the fetal

ECG signals of the both twins.

Table 1

Results of SDSS-PF in the genuine twin pregnancy signals: #FHR

denotes the number of fetal heart rates determined, |Fk| is the dimension

of the kth source subspace with 0 meaning that the subspace has not been

constructed (F1 refers to the maternal whereas F2 and F3 to the fetal

ECGs)

#signal #FHR |F1| |F2| |F3|

1 2 2 2 1

2 1 1 2 0

3 2 2 2 2

4 2 2 2 2

3.2. Quantitative experiment. Although possibility to de-

termine a few source subspaces and then to reconstruct the

ECG signals of the fetal twins seems to be rather useful,

since it provides new information on the signals morpholo-

gy, the basic goal that can be achieved with the developed

method (SDSS) is determination of the heart rates of these

fetuses. To investigate quantitatively the method performance

in this application, we combined the signals recorded during

single pregnancies to construct signals containing the compo-

nents of 2 fetuses. To this end we used five records from the

Physionet database of abdominal and direct fetal electrocar-

diogram [1, 30]. They are denoted as r01, r04, r07, r08 and

r10. Each of them contains four-channel maternal abdominal

traces, a simultaneously recorded direct fetal ECG and the

reference locations of the fetal QRS complexes (the signals,

originally stored with the sampling frequency of 1000 Hz,

were decimated by a factor of 2).

We applied the SDSS-PF method (with m = 50, Q = 2|1
as in the previous paragraph) to each of these signals (the ma-
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ternal abdominal ECG traces) and we constructed the source

subspaces associated with the maternal and the fetal ECG. The

maternal source subspaces were used to reconstruct and sup-

press the maternal components of the measured signals. This

way we obtained the four-channel fetal ECGs with only negli-

gible residuals of the MECG component but all other types of

noise preserved. Then we combined the original signals with

those with the MECG suppressed, obtaining 5 ·4 = 20 signals

of the simulated twin pregnancy (with known locations of the

fetal QRS complexes). The signals are denoted by pairs (k, i)
where k ∈ {1, 2, · · · , 5} is the number of the original signal,

i.e. the number of the maternal ECG and the ECG of the first

fetus, and i ∈ {1, 2, · · · , 5|i 6= j} is the number of the second

FECG added.

On the basis of the source subspaces associated with the

fetal ECGs, we obtained some information on the spatial dis-

tribution of these components. First, for each of the 5 orig-

inal records, we reconstructed the fetal components of the

measured signals. Then we estimated their covariance matrix

and calculated the eigenvector v corresponding to the largest

eigenvalue of this matrix. This eigenvector is the first principal

direction of the fetal ECG in the measurement space.

Knowing the principal directions of the both fetal ECGs

in the simulated signals, we calculated the modulus of the

angle between them. Since the cosine of the angle between

two normalized vectors is equal to their dot product, the an-

gle itself can be calculated as the cosine inverse of the dot

product

|∠k,i|[
◦] =

180◦

π
arccos

∣∣v⊤
k vi

∣∣ , (17)

where k and i are the numbers of the first and the second

FECG in the simulated twin pregnancy signal. This angle can

provide us some measure of the spatial separability of the

simulated twin electrocardiograms. For |∠k,i| = 0 (when the

dot product is equal to one) the both fetal signals are project-

ed in the same way into the respective leads and they cannot

be spatially separated. On the other hand, for |∠k,i| = 90◦

(when the dot product is equal to zero) their separability is

easiest.

It should be mentioned that this measure of separability

can only be applied for signals whose spatial distribution is

well defined by the first principal direction, with only a small

dispersion into other directions, and it was the case in all

single pregnancy FECG signals used.

Using the signals simulated, six different decomposition

methods were investigated. They are as follows:

1. SDSS-PF.

2. SDSS-AF.

3. ICA-PF: independent component analysis combined with

projective filtering. In this method, proposed in [31], we

first apply ICA, then we select the source signals estimates

dominated by the maternal ECG, we enhance these esti-

mates with the use of the projective filter and similarly

as in SDSS method, we reconstruct, subtract and this way

suppress the MECG components. Then we apply ICA once

more to separate the ECGs of the twins.

4. ICA-AF: independent component analysis combined with

adaptive filtering. This method is analogous to the third

one, with the adaptive impulse correlated filter (AICF) re-

placing the projective one.

5. PF-ICA: projective filtering combined with independent

component analysis. This is the very basic concept. In this

method projective filtering is applied to suppress the ma-

ternal ECG in the individual abdominal channels. Then we

apply ICA to separate the ECGs of the twins.

6. AF-ICA: adaptive filtering combined with independent

component analysis. This method is similar to the fifth

one, with the adaptive impulse correlated filter replacing

the projective one.

The ICA-PF, ICA-AF, PF-ICA and AF-ICA methods will

be considered as the reference for SDSS in the further part of

the study.

For all methods ICA weights were estimated on the basis

of the 20-s interval of the processed signal, beginning after the

run-up period of all filters applied. The methods using projec-

tive filtering were applied with different values of embedding

dimension m, varied from 30 to 100 with the step of 10. The

applied dimensions of local signal subspaces were larger near

the QRS complexes and smaller in other parts of ECG beats.

Three different possibilities were tested: Q = 2|1, Q = 2|0
and Q = 1|0. For the methods using adaptive impulse corre-

lated filtering, different values of the correction factor were

applied: µ ∈ {0.001, 0.002, 0.005, 0.01, 0.02, 0.05, 0.1, 0.2}.

The methods were applied to process each of the con-

structed signals, and the results of QRS detection in the ex-

tracted FECG components were compared to the reference

QRS locations (the compared locations were regarded as co-

incident if they differed by less than 20 ms). Consequently, for

each signal we obtained the number of false negative #FN1
and false positive #FP1 detections referring to the ECG of

the first fetus, and the corresponding numbers #FN2 and

#FP2 referring to the second FECG (for all signals the de-

tection results occurring in the beginning and ending intervals

of 1 s were neglected, and since in the r10 record the direct

FECG was lost between 187 and 191 s, and between 203

and 211 s of the trace, in these parts of the signal they were

neglected as well).

The total number of the detection errors obtained for all

test signals, divided by the number of fetal QRS complex-

es in these signals (25296) gives the average error rate. This

error was used as a criterion for selection of the most fa-

vorable parameters of the investigated methods. The results

obtained by the respective methods, when applied with the

selected most favorable parameters, are given in Table 2

(#FN and #FP denote the total number of false nega-

tive and false positive detections, respectively). We can no-

tice that the method proposed, applied both with projective

and with adaptive impulse correlated filtering, is much more

effective than the reference methods. For all methods, ex-

changing PF with AICF caused only minor changes of their

performance.
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Table 2

The overall accuracy (error rate) of fetal QRS complexes detection: #FN

and #FP denote the total number of false negative and false positive

detections (the total number of complexes was equal to 25296)

error rate [%] #FN #FP

SDSS-PF 6.6 813 866

SDSS-AF 7.5 938 964

ICA-PF 36.3 4241 4946

ICA-AF 42.2 4896 5775

PF-ICA 38.0 4213 5402

AF-ICA 39.5 3977 6016

We calculated for how many signals the methods were

able to determine successfully the heart rates of the both fe-

tuses, for how many one FHR only, and for how many they

failed completely (the numbers are denoted as N2, N1 and

N0, respectively). Determination of a heart rate was regarded

as successful if the error rate was lower than the assumed

threshold value. Table 3 presents those numbers obtained for

three different thresholds. They are similar to the results from

Table 2. The SDSS+PF method appeared the most advanta-

geous. When only a low error rate (10%) was regarded as

acceptable, it managed to process successfully 16 of the 20

simulated signals. When 30% of errors were allowed, this

number increased to 19, and for the threshold of 50%, the

analysis of all signals was regarded as successful. The ref-

erence methods were able to analyze only about half of the

simulated signals.

Table 3

Results of fetal heart rate determination: N2/N1/N0, in the 20 simulated test

signals, obtained when different Error Rates (ER) were allowed. N2, N1

and N0 denote respectively the numbers of signals for which 2 or 1 or 0

FHRs were determined

ER < 10% ER < 30% ER < 50%

SDSS-PF 16/0/4 19/0/1 20/0/0

SDSS-AF 15/1/4 19/0/1 19/0/1

ICA-PF 8/8/4 10/9/1 12/7/1

ICA-AF 7/9/4 8/11/1 10/9/1

PF-ICA 7/9/4 10/9/1 11/8/1

AF-ICA 7/9/4 10/9/1 10/9/1

For the most effective method (SDSS+PF), we presented

the detection results obtained for the individual test signals

(Table 4). To make interpretation of these results easier, we

also provided the values of the calculated angle between the

respective pairs of the FECG components (modulus of the

angle between the first principal directions of these signals

in the measurement space). This simple index of the signals

spatial separability was calculated according to (17). We can

perceive that the very significant majority of errors was ob-

tained for four signals only: (1,4), (4,1), (2,3) and (3,2). This

can be explained by the very small angles between these pairs

of FECGs. However, the angle was also rather small for all

other combinations of the numbers {1, 2, 3, 4}. This means

that 2 · 3 · 2 = 12 signals were hardly tractable by ICA (af-

ter maternal ECG suppression, as in the reference methods).

Among the simulated 20 signals, only all combinations with

the FECG #5 are spatially easily separable. And, indeed, in

Table 3 we can see that for the reference methods, relying

mostly on the ICA decomposition, at most 8 signals were

successfully analyzed with the detection error smaller than

10%. Fortunately, the features that can be exploited by SDSS

are the FECG components amplitude and shape. The applied

detection algorithm allows for a successful detection of QRS

complexes in the mixed FECG signals if only they differ with

respect to these features. Consequently, the dominant FECG

can be enhanced by application of projective or adaptive filter-

ing. Subtracting this component, which could not have been

spatially separated, we allow for more efficient application of

ICA in further iterations of the SDSS algorithm. This way the

method proposed, exploiting not only the spatial features of

the processed signals, managed to analyze successfully their

majority, although in all cases the number of source signals

was larger than the number of the measured ones. Thus it

seems possible to perform diagnostic analysis of the fetal heart

rates of the twins with the use of the methods applied in single

pregnancy cases [32].

Table 4

Detection results of SDSS-PF for the respective simulated test signals: N1

and N2 denote the total numbers of QRS complexes of the first and the

second twin; #FN1,#FP1,#FN2,#FP2 are the numbers of false

negative and false positive detections of these complexes

signal(k,i) N1 N2 #FN1 #FP1 #FN2 #FP2 = |∠k,i| [◦]

(1, 2) 639 627 3 4 12 12 14

(1, 3) 639 622 4 5 4 3 13

(1, 4) 639 646 88 82 83 89 3

(1, 5) 639 628 8 9 2 1 35

(2, 1) 627 639 12 13 5 5 14

(2, 3) 627 622 155 146 142 139 2

(2, 4) 627 646 6 6 3 4 13

(2, 5) 627 628 5 5 0 0 40

(3, 1) 622 639 7 7 6 6 13

(3, 2) 622 627 55 54 71 67 2

(3, 4) 622 646 2 2 3 6 12

(3, 5) 622 628 1 1 0 0 41

(4, 1) 646 639 45 45 60 60 3

(4, 2) 646 627 8 9 10 10 13

(4, 3) 646 622 2 4 3 2 12

(4, 5) 646 628 8 10 3 2 33

(5, 1) 628 639 0 0 0 1 35

(5, 2) 628 627 1 1 16 15 40

(5, 3) 628 622 0 0 8 7 41

(5, 4) 628 646 0 0 2 4 33

For comparison, in [7] the successful separation of the

eight-channel twin ECGs was achieved with the use of ICA

alone. It was a simulation experiment. The successful experi-

ment on the genuine 12-channel signals was described in [33].

In the work [34], presenting the most comprehensive investi-

gations of the issue, an opinion was formulated that analysis

of 12-channel twin pregnancy signals allows in most cases for

successful separation of the ECGs of the both fetuses.
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4. Conclusions

The SDSS method combines independent component analysis

with projective or adaptive filtering to overcome the intrin-

sic incapability of spatial methods to separate source signals

when the number of the measured ones is significantly smaller.

Such a combination of spatial and temporal filtering helped

us to solve the problem of fetal electrocardiograms separa-

tion during twin pregnancy. The method proposed managed

to separate the ECGs of the twins in the four-channel electric

signals from the maternal abdomen. It enabled us not only

to determine the fetal heart rates but also to reconstruct the

fetal signals embedded in the maternal ECG and noise. To

the best of our knowledge, for so small number of measured

signal channels such reconstruction has not been performed

by other researchers yet.
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